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FOREWORD

The rationale for the division into chapters in this report was to describe
the processing of Landsat data from various viewpoints. Chapter I is a descrip-
tion of the Landsat system, and the origin, type, and handling of its generated
data. Chapter I is a verbal description of the analysis procedures; Chapter III
is a mathematical description of the analysis techniques. Chapter IV is a pre-
sentation of the results achieved for Landsat coverage of North Alabama, while
Chapter V is documentation of the major computer programs used in the analy-
sis.
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I. THE LANDSAT SYSTEM

1-1., INTRODUCTION

Landsat-1 (formerly ERTS-1) is an experimental satellite whose purpose
is to investigate the feasibility of remote sensing from space as a practical ap-
proach to efficient management of the earth's resources. The principal disci-
plines involved are agriculture, forestry, geology, geography, hydrology, and
oceanography.

For this purpose, the satellite acquires repetitive multispectral images
of the earth's surface and transmits this raw data through ground stations to a
data processing center at the NASA Goddard Space Flight Center, for conversion
into black and white or color photographs and computer tapes to fulfill the varied
requirements of investigators and user agencies. Thus, such a remote sensing
vehicle, due to its ability to cover large areas and generate large amounts of
data, becomes a major element in an earth survey system, such as that illus-
trated in Figure 1. Several elements of this system will be discussed in the
present report.

1-2. DESCRIPTION OF THE LANDSAT SYSTEM

Landsat-1 was launched in July, 1972 and traverses a circular, sun
synchronous, near-polar orbit at an altitude of 915 km. (570 miles). This orbit
provides repetitive earth coverage under nearly constant observation conditions,
i.e. solar times. The satellite circles the earth every 103 minutes, completing
14 orbits per day, and views the entire earth every 18 days. Orvrbit specifications
require that the satellite ground trace repeat its earth coverage at the same local
time every 18 day period within 37 km. (23 miles). A typical one-day ground
coverage trace is shown in Figure 2 for the daylight portion of each orbital revo-
lution.

The overall Landsat system is illustrated in Figure 3. The satellite carries

a payload of imaging multispectral sensors, wideband video tape recorders, and
the spaceborne portion of a Data Collection System. The video data is received
at Fairbanks, Alaska, Goldstone, California, and the Network Test and Training
Facility (NTTF) at Goddard Space Flight Center (GSFC). Video data stored on
magnetic tapes is received by the NASA Data Processing Facility (NDPF). The
NDPF then performs the video-to-film conversion and correction, producing
black and white images from individual spectral bands and color composites from
several spectral bands. The NDPF includes a storage and retrieval system for
delivery of data products and services to the investigators and other data users.

The satellite system consists of the earth resources payload subsystem
and the various support subsystems comprising the spacecraft vehicle. The
configuration is shown in Figure 4. Control of observatory attitude to the local
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vertical and orbit velocity vectors within 0.7 degree of each axis is achieved by
a three axis active Attitude Control Subsystem. An independent passive Attitude
Measurement Sensor provides pitch and roll attitude data accurate to within 0. 07
degree to aid in image location. Orbit adjustment capability is provided by a
system of one-pound thrusters. Payload video data are transmitted to ground
stations over two wideband S-Band data links. Electrical power is generated by
two solar arrays, with storage provided by batteries for spacecraft eclipse
periods.

The earth resources payloads are the return beam vidicon (RBV) camera
system and the multispectral scanner (MSS). The return beam vidicon camera
operates by shuttering three independent cameras simultaneously, each sensing
a different spectral band in the range 0.48 to 0.83 micrometers. The viewed
ground scene, 185x185 km. (115x115 miles) in size, is stored on the photo-
sensitive surface of the camera tube and, after shuttering, the image is scanned
by an electron beam to produce a video signal output.

The multispectral scanner is a scanning device which uses an oscillating
mirror to scan over lines perpendicular to the spacecraft ground track as shown
in Figure 5. The surface of the earth is imaged in four spectral bands through
the same optical system, so that optical energy is sensed simultaneously in the
four bands. The bands lie in the solar reflected spectral region, and their wave-~
length limits are as follows:

Band 1 0.5 to 0.6 micrometers
Band 2 0.6 to 0.7 micrometers
Band 3 0.7 to 0.8 micrometers
Band 4 0.8 to 1.1 micrometers

Bands 1 through 3 use photomultiplier tubes as detectors; Band 4 uses silicon photo-
diodes. The cross track ground coverage of 185 km. (115 miles) is obtained as
the flat mirror oscillates + 2.89 degrees at a rate of 13.62 Hz. As the image is
thus swept across an array of optical fibers, light impinging on each glass fiber
is conducted to an individual detector through an optical filter, unique to the
appropriate spectral band. The detector outputs are sampled, digitized, and
formatted into a continuous data stream of 15 megabits per second. The along-
track scan is produced by the orbital velocity of the satellite, which causes an
along-track motion of the subsatellite point of 6.47 km/sec. (4.0 miles/sec).
The mirror oscillation frequency is such that the subsatellite point traverses
474 meters during the 73.42 millisecond scan and retrace cycle. During each
mirror cycle, six lines of 79 meters width are scanned, and hence the line
scanned by the first detector in a cycle is adjacent to the sixth line of the pre-
vious cycle. This scan pattern is shown in Figure 6. The instantaneous field

of view of 79 meters (86.4 yards) square on the ground is delineated by the
square input end of each optical fiber. The area sampled to form the reflectance
data for each picture element (pixel) is 6241 square meters (1.54 acres). Along
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a scan line the sampling rate is approximately 100,000 Hz, which results in over-
lap of the samples along the scan lines such that the effective area covered per
sample is 1.1 acres.

1-3. ORIGIN AND TYPE OF DATA

The physical origin of the electromagnetic energy that is detected quan-
titatively in the Landsat sensors is reflection of sunlight from the target scenes
on the earth's surface. The ability to classify the measurements according to
their origin from various objects arises from variations in the reflection as a
function of wavelength. The physiological equivalent of this process is the re-

ML LA VA clLlls < 20 ALY 2l U Sl UL Wl PRVLCeD Lo VA

cognizing of an object by its color only

The quantitative definition of spectral composition is often called the
spectral 'signature', and this represents the distribution of intensity of radiation
as a function of wavelength. Each category, species or material will in general
have a unique distribution, and it is this distribution, or signature, that is used
for identifying the species. Over the visible range of the spectrum, the spectral
signature may be thought of as the color distribution of the species in question.

Spectral signatures may be illustrated by plots of radiance intensity versus
wavelength, ideally as is shown in Figure 7. In order to apply data analysis
algorithms, it is necessary to represent these curves in numerical form, but
a numerical point by point plot is not used in order to avoid data proliferation.
Rather, a set of wavebands is selected over which the variation of spectral
radiance is sufficiently large to permit discrimination between curves. Each
spectral signature can then be represented as a set of numerical values that
provide measures of the predominant spectral components present. In many
multispectral sensor systems, the chosen separation of the wavebands is deter-
mined by the spectral resolution of the detector arrays or interference filter.

For analysis purposes, it is convenient to consider the set of numerical
values derived from a single signature spectrum as a vector, and to represent
this vector in an orthogonal vector-space whose axes are identified with the
spectral components of the signature. This form of representation is illustrated
in Figure 8.

The vector space interpretation of spectral signatures is particularly
convenient for automatic data analysis since the algorithms of pattern recognition
and feature classification can be applied directly. Each signature may be con-
sidered as characteristic of a certain class, species, or category. The vector
components of any signature may be considered as characteristic features that
enable the associated class to be distinguished from other, perhaps related, classes.
As long as known characteristic signatures are available for comparison, feature
vector measurements derived from remote sensor data may be sorted or classified
by automatic decision logic according to the species from which they originated.
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The format of the data output from the multi-channel detector array is
particularly convenient for computer data processing. The signal output of each
detector is recorded on a magnetic tape, and the variation of the recorded signal
along the length of the magnetic tape then bears a very close correlation to the
physical content of the ground scene, and each channel recorded on the tape may
be regarded as the record of the ground scene viewed in a different color band,
as depicted in Figure 9.

Analog Tape

Scan Raster
Response

Spectral Band Calibration Bulb Response
Channels

Agricultural Scene

Figure 9, Correlation of Tape Record of Detector Outputs
with Physical Features of Ground Scene

The four spectral channels employed in the Landsat multispectral scanner
lie approximately in the green, red, near infrared, and infrared ranges. Figure
10 shows data from the four bands in a 500x 500 pixel area including Huntsville,
Alabama, acquired on November 4, 1972,

1-4. DATA HANDLING AND DATA PRODUCTS

The Landsat data in digital format is segmented info four computer com-~
patible tapes (CCTs). Each tape contains identification and annotation records,

10
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Figure 10. Landsat Data in Four Bands Covering Huntsville, Alabama.
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followed by the data in eight-bit bytes. The annotation record contains infor-
mation regarding the conditions of exposure, such as date and time, sun eleva-
tion, coordinates of the image center, locations of lines of latitude and longitude
intersecting the image. Data values in the four channels from pairs of adjacent
pixels are interleaved according to the following order of channel numbers:

11223344,

Thus, the first step in data handling is the idetnification of the data segment re-
quired, based on latitude and longitude, possibly reording to place data values
for each pixel in channel order, and conversion to integer or decimal type num-

bers.

It is then necessary to use some means of examining the data visually in
terms of the density levels, that is, reconstruct the image of the ground scene.
This is to verify that the scene of interest has indeed been selected, and to locate
specific locations and land use types for input to certain processing steps.

One method of displaying digital data is by plotting on the computer line
printer with certain data values being represented by specific characters. The
darkness of the printing is increased by overprinting several characters at the
same location. This method has the advantages of showing the values of the data
and of allowing exact determination of the coordinates of each data value. Dis-
advantages are poor gray level rendition and the inability to display large regions.
An example of a printer plot is given in Figure 11, showing the Landsat data of
the Huntsville Jetport.

The Landsat scanner data is more easily interpreted when displayed on
a cathode ray tube (CRT), which may be either a storage type or a TV monitor.
In the present work, the former type, a Dicomed was used. This device is
capable of displaying 64 gray levels, and the screen size is 2048 by 2048 pixels.

In order to obtain photographic prints of scanner data and land use maps,
a film writer is used. This device reproduces scan lines read from magnetic
tape on film, with the film density being proportional to the numbers read from
tape. An Optronics model Photowrite was used, and the film writer, tape drive,
and film scanner-digitizer are shown in Figure 12. Prints in this report, such
as Figure 10, were produced by this method.

The line printer plots are a very useful output product since they can be
obtained in the same computer run which has processed the data. A 500 by 500
pixel area, such as that shown in Figure 10, can be plotted in the width of the
printout if every fourth pixel in each direction is plotted. This allows, for
example, immediate examination of a land use map during the process of com-
puter classification.

12
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Figure 11. Printer Plot of Landsat Data Coverage of Huntsville Jetport
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Figure 12. TFilm Writing and Scanning Equipment with Magnetic Tape Unit
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1-5. APPLICATION TO TARCOG AREA

TARCOG (Top of Alabama Regional Council of Governments) is a coalition
of the five counties (Limestone, Madison, Jackson, Marshall, DeKalb) located in
the extreme northeast corner of Alabama, which was formed to better evaluate
and respend to socio-economic problems of the area. One such problem is the
land usage of the area, which in cooperation with NASA /Marshall Space Flight
Center had been surveyed using low altitude (3000-6000 ft.) aerial photography.
In addition, some RB-57 aircraft coverage (60, 000 ft.) had been obtained and
one frame of three band photography analyzed by digital computer. The present
study was initiated in order to evaluate the feasibility of Landsat data analysis
of land usage in the TARCOG area, and make comparisons with the low altitude
and. high altitude aircraft coverage. Figure 13 shows the TARCOG area, and the

RB-57 and satellite frame sizes.

15



I & ~7 Y '] ST - -) > II
WAYNE " Lowrencelfurg ' i‘-l\(‘/ u ] tevi s s 1 \‘
1 (BaT :\'\. \ ARJON O\ 3
' l ! A7)
- IJ b LINGOL NN_LFEANKLIN | e
L - '_ | a3 D A
SN
\D E R AL . \ ?r n?o vilt
Lordyee T TARCOG AERIAL ((
. SAEFFIELDY T . SURVEY COVERAGE [
\.-— A © Mdscle Shoals '~ ) / o
Sz mbi ) - 1:6,000 - 1:12,000 Ji
Iy : v a
% RB-57 COVERAGE
11 500,000
‘;-Iorucl \ 7 A
. il A - — W\ SF
r ':(c Jeyvi - X —
ON i RB-57 FRAME SIZE ] Cy N ol ) \
W .
lton = -y " CULLWAAN _. 4 Eto , Vo
¥278, INSTON L ©
T | ouffiT lo SDEN' \
% F A , lencor ]
Wintield I ERTS FRAME SIZE Pref™ i _)/*\, N R
o - ! 23J ! J e > ~_| - -]
] — ’ 4 -r. l"‘l /74/
Py -~ jad, JCALHOAN \
'-A. : ETT ) 7 5-” JacRsonvil "" Ty
RSO s AlR P 1stoN '78"-./-_"
Cenfer , %’ i ef":r---'JfJ
P Pey/ Cit 5 Ofctordbs™” 2204
JR goo ." "Ie — _ = U RNE A
=i - Is 4 o : IN B:’\OOK ’/ L GA .~ 17X~ — T .
I 3 \ Hueyro\'\gt%ggw fast Hills 0 i '/\ ;’ - 1
4 rd
i Coo TALLAXDEGAT" CLA
TU ALOOSA *. r HELBY o }zA"l e Ashland
l Norti t . Ly ”2‘- lumbiana SYLA.C glArJ'
__I n . C .; Monidv§iio ! ! —
l 59 / — _ /L T N\ r—'
| g ' |
i - ~

Figure 13. TARCOG Area Showing RB-57 and Satellite Frame Sizes.
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I1I. ANALYSIS PROCEDURES

2-1., PRELIMINARY DATA HANDLING

Multispectral scanner (MSS) data is transmitted to ground-based receiv-
ing sites and hence to the NASA Data Processing Facility (NDPF). The NDPF
corrects, calibrates and formats the raw MSS data and converts it to a usable
binary form on computer compatible tape (CCT). The annotated and corrected
185-km. square ground scene on the CCT is a final product of the MSS. A scene
is made up of 2340 parallel scan lines, each containing approximately 3240 data
samples.

The NDPF transmits completed ground scenes to data users on four
separate CCTs, each containing image data for one 46.25x185 km. strip. The
images are registered with respect to spectral bands, and are calibrated using
a calibration wedge which is introduced into the data during every other scan re-
trace interval. The CCTs also contain, as part of the annotation record, the
geographic coordinates of the image center and the locations of the tick-mark
reference system. The tick-marks are located at the intersections of the scene
edges with latitudes and longitudes at intervals of one-~half degree.

With this degree of geographic coordinate information available, it is
possible to construct a computer program which reads the CCT and determines
the image coordinates of an area specified by latitude and longitude bounds.

The pixel coordinates are determined using the following five steps:

i) The pixel coordinates of the format center are found.
(ii) The latitude and longitude of the format center are found.

(iit) The latitudes or longitudes of the tick-marks and their
locations relative to the format center are determined.

@iv) Scale factors needed to convert projected latitudes and
longitude differences to pixel differences are computed.

) Pixel coordinates of the four corners of the area to be
extracted are calculated.

The segment of data thus defined may then be transferred to additional
magnetic tape to be used in subsequent operations. This output may contain the
reflectance measurements from each band in four adjacent storage locations
(feature vector format) for each pixel, or may contain all measurements from a
spectral band in separate tape files. The feature vector format is most useful
when the four spectral measurements are to be considered simultaneously, as
in a multispectral classification into land uses.
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2-2., COMPUTER CLASSIFICATION

Classification algorithms may be defined as sequences of mathematical
rations which determine from a set of measurements the class or hrnn of ob-

ep ations which determine from of measurements the class

t which is being measured. When the determination is done by computer, the
process is termed automatic feature classification. Generally, measurements
of more than one characteristic or feature of the objects in question are made

a1m:1]f0nan|1c]\r In tha Y\T'act:\nf rcaca thao set of measurements is tho intangity
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of sunlight reﬂected in specified wavelength bands of the visible and near infra-
red regions of the spectrum. Each set of n measurements is said to define an
n-dimengional feature vector, {Xl’ X9, X3, o+« Xn} » which thus contains all the
information obtained by the sensor.

; ifying the feature
vectors are called decision functions or discriminant functions. The particular

method being used determines the form of these functions. The unknown para-

meters in these functions are determined in a preliminary process called learning
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or training. A small part of the data, called the training set, is used by the
learning algorithm.

When the classification of the training samples is unknown, the deter-
mination of the decision function is said to be unsupervised. The algorithm
attempts to find trends in the data and separate the given unknown samples into
distinct groups.

Supervised algorithms may be employed when one is supplied with a set
of training sample patterns of known classification. These samples are used to
develop decision functions, which may then be used to classify unknown samples.
The classification will be reasonably accurate if the training samples are truly
representative of the classes and an appropriate type of decision function is com-
puted.

Thus, a crucial aspect of the classification problem is the selection of
data to be used as training samples. This is generally accomplished by visual
inspection of the imagery, coupled with additional sources of information such
as topographic maps and personal knowledge of the area. During this process
it may be desirable to display the imagery at various levels of magnification,
to enhance the imagery by adjusting density levels, and to indicate on the imagery
the sites from which data is to be extracted.

In the present study, training data was selected from a region which was
a small fraction of the TARCOG area, but which included the city of Huntsville,
MSFEC, the Huntsville-Madison County Jetport, Monte Sano, and a portion of the
Tennessee River. Thus a wide range of land use categories could be defined
within a relatively small area. Land usage in this area had been previously
studied from aircraft photography, using manual and computer classification
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techniques. Thus, it was possible to identify in this section of imagery training
sites which represent several land use categories.

The line and sample coordinates of the selected regions may be determined
from a CRT display of the imagery, or from a computer line printer display,
such as that in Figure 11, The latter has the advantage that individual pixels
are readily identifiable.

Using the initial training site regions, a classification map may be pre-
pared. The shape and extent of the various land use areas will be more easily
seen on the classification map than on the input data. Hence if the training site
boundaries are indicated on the classification map, it may be possible to adjust
the defining coordinates so that the training data is extracted from areas whose
land use corresponds to the desired classes. In addition, misclassifications
may indicate that the training data was not sufficiently representative for all
areas in the scene. In this case, training data may be extracted from additional
regions of the scene.

Locations of the training sites for seven land use classes are shown in
Figure 14. The classes and locations are as follows:

Urban City of Huntsville and Jetport terminal area.

Agriculture South of Jetport and south of Tennessee River
near Highway 231.

Forest Mountains on east and south of MSFC.
Wetland Marshes southwest of MSFC.

Pasture Jones Valley farm and flanking Rideout Road.
Water Tennessee River

Barren Quarries northwest of Huntsville.

In separating one class of objects from one or more other classes, itis
desirable to de~emphasize the characteristic features that the classes may have
in common, and to emphasize where possible the features that are unique to the
class of interest. The most obvious first approach is to say that the distinctive
character of an object or class of objects is the sum total of its features, some
features being more distinctive than others in certain environments. The Linear
Classifier concept depends upon this assumption, and aims at developing a single
measure of a class's composite features. This measure, the discriminant, is
formed by adding the value of each feature (reflectance value or brightness in
the case of multiband imagery), after each feature has been weighted according
to its usefulness in separating the class of interest from the other classes.
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Classification Map

Figure 14. Locations of Training Data for Seven Land Use Classes
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Nonparametric methods are so termed because parameters (such as mean
values and covariances) of the distribution functions of the data are not used. The
training algorithm determines the values of the weighting factors ""w'' to be used
in a discriminant function of the form

G=w0+w1x1+wzx2 + ... +wnxn
A set of weights is determined for each class of data, the value of a weight re-
flecting the significance of its associated feature in separating the class from
its companion class. Thus for each unknown feature vector, a value of G is
obtained for each class.

There are two approaches possible in the application of linear classifiers.
In the first, the discriminant functions are designed such that one class may be
separated from each of the other classes, pairwise. Then, in determining the
class to which a particular feature vector (the reflectance values from one pixel)
should be assigned, the value of G is calculated by substituting the values of the
feature vector in the discriminant function for each of the classes. The class
for which the value of G is largest is the class to which the feature vector is
assigned.

In the second approach, the one employed at NASA/MSFC, the discrim-
inant functions are designed such that one class may be separated from all of
the other classes considered collectively as one class. Unlike the first approach
in which all discriminants are calculated concurrently, here the discriminants
are calculated sequentially. Referring to Figure 15, the straight line corresponds
to the discriminant function that will separate Class 4 from Classes 1, 2, and 3
taken together. If a given feature vector lies to the right of this line, the dis-
criminant has a positive value and the vector is assigned to Class 4. If it lies
to the left of the line, the discriminant has a negative value, and the vector is
not assigned to Class 4. Class 4 may then be removed from consideration, and
a further test is applied using the discriminant function for Class 3, say. These
tests are repeated until the feature vector is assigned to a particular class, at
which time testing ceases, and a new unknown feature vector is called in. The
sequential nature of testing results in a speed advantage over the parallel pro-
cedure employed in the first approach.

The linear classification scheme described here is combined with a
feature selection algorithm that determines which of the features of any class
are of greatest significance in separating that class from the others. The method
of feature selection is based on the concept that the classification is more
accurate if

data values from different classes are widely separated
(interclass distance is large), and
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° data values within each class are closely grouped
(intraclass distance is small).

These effects are illustrated in Figure 16.

The interclass and intraclass distances are computed for each feature by
calculating the totals of the separations between all pairs of points in different
classes (interclass) and within each class (intraclass). The optimum is obtained
when the interclass distance is maximized and the intraclass distance is mini-
mized.

After calculating the criterion for best features (based on separations
between training data of the various classes), the feature selection values are
combined to yield a value which determines the most easily separable class
(Class 4 in Figure 15), for which the discriminant function coefficients (w's)
are then computed.

The analysis process in the training phase is illustrated in Figure 17.
After the training samples have been selected, they are processed by the feature
selection algorithm EFFECT. This determines which class is the most easily
separable from all others, and the optimum subset of features (spectral bands)
for separating that class. This latter option may be bypassed if not many (three
of four for example) spectral bands of data are available, but it is very useful
if many bands of multispectral scanner data have been acquired. The dis-
criminant weights for the most easily separate class are then calculated, using
the algorithm SNOPAL.

The values of the weights are determined by an iterative procedure. In
each iteration, the value of w is changed slightly from its previous value to pro-
duce an improved set of weights. Several options are available in the algorithm
for terminating the iteration. Once the weights for the most easily separable class
have been determined, the training samples for that class are removed from the
data set, and EFFECT then determines the next most easily separable class and
its optimum feature subset. Then SNOPAL computes the required discriminant
function coefficients. This process of identifying an easily separable class and
its discriminant, supressing its data and moving on to the next easily separable
class, is repeated until a discriminant function has been calculated for all of the
classes in the training data set.

The training phase is completed by performing a test classification of all
training samples. Ideally, the classifier should assign the training samples to
the class from which they were selected by photointerpretation. If the classifier
assigns more than a few samples from Class 4 to Class 1, for example, this will
suggest an unsatisfactory choice of training samples, and that some of Class 4's
training samples were inadvertently selected for Class 1. The choice of training
samples must then be revised, and the entire training phase repeated.
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In the classification process for an unknown feature vector, shown in
Figure 18, the values ""G'" of the discriminant functions are computed in the same

order as the functions were defined, and the assignment is made to that class for
which G first becomes a positive number.

DISCRIMINANT
A TAPE COEFFICIENTS
DATA TA ORDER OF TESTING

Y Y

HANDLE 1/0 DATA SAMPLES CLASSIFY DATA

FOR DATA SET SAMPLE
(NCLASS)}

CLASS NUMBERS INOPACA)

CLASSIFICATION
TAPE

PRINT CLASS
PERCENTAGES

Figure 18. Classification Phase of Linear Classifier.

24



2-3. GEOGRAPHIC REFERENCING

The Landsat-1 system, described in Chapter I, provided the data used

in this investigation. Data samples are gathered along scan lines normal to the
direction of spacecraft travel, and a esround track of width 185 km. is imaged
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However, the resultant image does not correspond to conventioval map-making
standards, i.e., equally spaced latitude and longitude lines with longitude ver-
tical and latitude horizontal. In the present situation, there are three principal
contributions to the geometric distortion. They are the non North-South heading

of the satellite, non-uniform data sampling rates along track and across track,
and the rotation of the earth from west to east beneath the satellite. Because

Qi LT L LA vatlsil L LIIT THRAUAL 1L VL WS Y VW ool ATLALTAVIL VAT SQUTLAIVT e LB LA Vel e leg

for interpretative purposes it is mandatory to associate each Landsat resolution
element with a precisely known geographic location on Earth's surface in order
to correlate the imagery with aerial photography and existing maps, the distor-
tions in raw imagery must be corrected and the data established in a consistent
geographic framework. Then the correlation of sequentially, seasonally or
annually observed scenes is greatly simplified, and interpretation errors due

to differences of image scale or orientation are minimized. Also standard
reference data, for example political boundaries, can be overlaid on the CCT
data as a routine processing procedure. Further, the correlation with airborne
remote sensors, cameras and line scanners, is simplified by establishing a
unified geographic datum. The Universal Transverse Mercator (UTM) projec-
tion is used in the present work.

In this system, the surface of the Earth is divided into sixty transverse
(i.e. north-south) zones. In international usage these zones are numbered 1 to
60. The center of each zone is called the central meridian. The relation of
the UTM zones to the Earth's surface is shown in Figure 19 and the shape of a

zone is shown in Figure 20.

Each UTM zone has superimposed on it a rectangular grid of vertical
and horizontal lines. The vertical lines lie parallel to the meridian that runs
down the center of each zone, and the horizontal lines run parallel to the
equator., The basic grid lines are drawn 100, 000 meters, or about 62 miles,-
apart. These grid lines are shown in Figure 21. The squares formed by the
intersection of the 100, 000 meter lines are usually subdivided by 10, 000
meter lines, 1,C00 meter lines, or 100 meter lines, depending on the scale
and purpose of the map.

The 100, 000 meter grid lines are referenced by their "northing' and
"easting' values. The northing value is the distance of the line from the equator,
Vertical lines are counted from the central meridian which is the 500, 000 meter
line, those on the left of it having an easting value of less than 500, 000 meters
and those on the right having a value above that. This is shown in Figure 21.
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Two approaches may be taken to the geographic referencing problem.
The cartographic approach consists of correcting (or adjusting) the image data
to match an Earth coordinate system. This is convenient for the preparation of
displays or maps. The other approach systematically warps Earth coordinates
to match row and column coordinates in the imagery. In either case, it is nec-
essary to find the equations of transformation between points in the image and
locations on the ground.

There are two methods that can be considered for determining the trans-
formations: theoretically, by calculating the effects of all the processes involved
in producing the image, and empirically, by comparing the image with a model
(e.g., a map) of the terrain. The first requires detailed knowledge of the flight
path or orbit, attitude and motions of the sensor-carrying vehicle, characteristics
of the sensor, and important error sources. This approach is impractical in
all but the simplest cases. This leaves the empirical method. If it is possible
to determine the geographic coordinates of every point in the image, an expres-
sion for the transformation can be found exactly (assuming the requirements of
the sampling theorem are satisfied). In any case, the geographic referencing
problem is solved for that image. However in a practical case it is difficult to
do more than locate a relatively small number of landmarks in the image, and
often virtually impossible to find their exact row and column coordinates. In
MSS data, for instance, this problem is accentuated because the instantaneous
field of view is large and the resolution is relatively coarse. This suggests
using a regression technique to fit a model of the transformation to the land-
marks or control points, expressed in both coordinate systems. Very accurate
maps are available for the United States and many other parts of the world,
from which to obtain the geographic coordinates.

Landmarks or ground control points (GCP) ideally should possess well
defined characteristics of shape, should exhibit high contrast against their
background in one or more spectral bands, and should not change materially
in contrast because of seasonal or climatic influences. Prominent land/water
interfaces in the infrared, and man-made constructions such as major highway
intersections or airport runways in the green, are well suited as GCP's. To
pinpoint the geographic coordinates of a GCP within a Landsat scene, the CCT
data is presented for inspection on a digital image display, candidate GCP
regions are identified, their data arrays are extracted, magnified by a scaling
algorithm to the point that individual resolution elements can be easily seen, and
redisplayed. The data address (sample number and scan line number) of a single
resolution element (pixel) within the GCP that can be associated with a unique
geographical location on a map is then determined. Repeating this procedure for
a number of GCP's provides the data required to establish the transformation be-
tween the image (pixel) and the Earth coordinate frameworks. If a digital image
display is unavailable, this procedure can be followed, although with greater
difficulty, using a computer line printer pseudo grey-level plot of the GCP re-
gion for pinpointing pixel coordinates.
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After identifying the control points in an image and determining their
geographic coordinates, it is necessary to find the amount of geometric correc-
tion required. In outline the method is as follows:

The coordinates of the control points in both systems (satellite data and
UTM coordinates) are found. With the geographic UTM coordinate taken as the
independent variable, the equations of transformation give expected values for
the coordinates in the image reference frame. In general, it is desirable to use
as large a number as available of control points to compensate for errors, if
any, between the given image and the standard reference map. Also, it is
desirable to perform geometric manipulations with a small number of parameters.
This results in a large number of equations to solve for a small number of
parameters. More often than not, exact solutions for parameters do not exist
in such cases. Therefore the parameters should be determined such that the
error between the estimates of the control points' coordinates using the para-
meters and their exact coordinates is minimized in some sense. The method
chosen for solving for the fit parameters was classical Gaussian least squares,
modified to work with vector observations. The basic generalization to vector
observations consists of replacing the sum (over observations) of the squares of
the deviations between model and observations with the sum of the squares of
the Euclidean norms of the difference vectors. Then vector components are
treated the same as scalar observations in the simpler case.

The procedure followed was as follows:

(i) = The geographic coordinates (x,y) of control points are
taken as the independent variable, and the picture coordinates
(u, v ) as the dependent variable (observations),

(ii) The image was displayed on the Dicomed display screen,
With the aid of a map, several control points were
identified and their approximate u-v coordinate locations
were found.

(iii) Previously existing image processing software was used
to extract small regions surrounding these approximate
locations, magnify them several times by repeating pixels
and lines, and format the enlarged regions into a multiple-
frame output display.

(iv) The result was viewed on the Dicomed display, and the u-v
coordinates of the control points were estimated as accurately

as possible. The x-y coordinates were taken from a USGS map.

(v) These coordinates were used in the least squares program to
obtain the parameters of the transformation.

28




2-4, GEOMETRIC CORRECTION

Geometric manipulation of images is needed in handling remotely sensed
data in order to match the data obtained by various sensors and/or at several
times with respect to a single standard frame of reference. The geometric
transformations that need to be implemented may be simple rotations and scaling
as in the case of aerial photographs of small regions or combinations of several
more complex transformations as in the case of multispectral (linear or conical)
scanner output from satellites of large areas on earth wherein the rotation and
curvature of earth need be compensated for. The main problem involved in
applying the transformations using a digital computer is the bulk of data one
has to handle. For instance, in the MSS images there are over 7.5 X 101 bytes
of data per frame in each of the four spectral bands. Data is generally supplied
on magnetic tapes and the output is required to be on tapes. In contrast with
point operations on image densities, geometric manipulation of images generally
requires more than one input data record to generate one output record. Also,
in many cases it may not be possible to contain all the input records needed to
generate one record of output within the main memory of a computer and hence
segmentation of input data and reassembly of output records may be required.
Further, the sample locations in the geometrically transformed image do not
necessarily correspond to integral sample locations in the input image. This
requires that some type of interpolation be used for assigning the image inten-
sity values at the output sample locations.

Any geometric distortion of a two dimensional image in a continuous

R, . A §

18in may be expressed in the form

where (x',y") is the location to which the point (x,y) in the image should be
moved. Thus a geometric distortion consists in finding (x',y"') for every
(x,y) in an image and setting the density of the new image at (x',y') to that
of the given image at (x,y). Equivalently, when the inverse transformation

=9 Ly
y=¥ &,y

exists one could compute (x,y) for every (x',y') and set the density at (x',y")
to that at (x,y) in the given image.

, In the case of a digitized image, it is possible that the sample point
(x1 ,¥:) in the new image does not map into any point (x, y¢) on the sampling
grid of the original image. Therefore it is necessary to define the image density
at (x1 ) y ) in some manner. If the continuous image function is band limited and
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the sampling fine enough, the sampling theorem can be used to obtain the exact
density at (xi, yJ!). However, since this is a slow process and there is no
guarantee that the sampling frequency is sufficiently large, some simple tech-
niques of interpolation are used instead. Some common approaches are the
nearest neighbor rule (causing some geometric uncertainty particularly at boun-
daries between different types of ground cover), and bilinear or cubic inter-
polation (leading to radiometric distortion).

Of a variety of models f(x,y), and g(x,y) appropriate for the character-
ization of Landsat image distortions, it is found that a linear transformation
between original and corrected image coordinates compensates the predominant
distortion components. Using 23 GCP's, for example, the root mean square
compensation error is less than the dimension of the Landsat resolution cell.
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2-5. SUPERPOSITION OF BOUNDARIES

In the study of remotely sensed images for land use analysis and planning,
it is generally of interest to determine the distribution of land use classes within
politically delineated regions such as states, counties or cities. Therefore, it is
necessary to first associate the boundary information of the desired type with the
remotely sensed images and then extract the region in the interior of a certain
political entity as required for further evaluation. In this section we shall de-
scribe the steps involved in superposing boundaries on images and separating
the image data into individual political entities. :

The steps involved depend upon the type of equipment available to digitize
the boundary data. The method described below was designed for a system
employing a microdensitometer capable of digitizing transparencies. Some of
the steps would be obviated if a draftsman's table with a digitizing plotter /tracer
attachment were employed.

The steps required when a microdensitometer is used for digitizing are:

(i) Drafting

(ii) Photographic reduction

(iii) Digitization

(iv) Thinning and conversion to '"'scan line intersection code"

(v) Smoothing to assure continuity

(vi) Finding control point coordinates in pixels and UTM system

(vil) Determination of the required geometric transformation to
assure that the image and boundary data are in the same coordi~
nate system

(viii) Application of the geometric transformation

(ix) Thickening of boundary data (if desired) and superposition on
image to obtain a combined picture for visual inspection

(x) Identification of separate regions and extraction of data corres-
ponding to each region from the remotely sensed image

A general description of the above steps follows.

(i) Drafting

A standard map of a convenient size is used to obtain the desired boundary
lines. The lines are traced in black on a translucent paper. The tracing should
be as accurate as possible in order to assure geometric fidelity when matched
with the remotely sensed image.
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(ii) Photographic Reduction

The tracing is reduced photographically to a transparency of size conve-
nient for digitization on the microdensitometer. (It is preferable to do this rather
than try to get a tracing of the size the microdensitometer can handle, since the
effects of drafting errors would be more pronounced in a small size tracing.)

(iii) Digitization

The image on the transparency is digitized at a resolution close to or
finer than the final anticipated resolution (in km /pixel). This should be done in
preparation for the geometric correction step. If the digitization is too coarse,
most of the points after correction will have to be generated by interpolation and
the resulting image of the boundary will be inaccurate and will show jaggedness,
depending on the type of interpolation used.

(iv) Thinning and Conversion to Scan Line Intersection Code

When digitized with a microdensitometer, the data generated are the

density values at all pixel locations within a rectangular region on film. Thus,

a 25 x 25 mm? region scanned at a resolution of 12,5 u generates 2000x2000 =
4x 108 densgity values. But, when the image under consideration is a boundary
image where most locations are blank and only the positions of a few lines con-
stitute the relevant information, it is more efficient to store and expeditious to
handle the houndary points' coordinates. Typically, the boundary lines in the
above example may be represented by the coordinates of 10, 000 to 20, 000 points.

Several methods of boundary encoding are available (see [1], for example).
The most convenient method for our purposes is the "scan line intersection code"
(SLIC). With this code we represent the digitized boundary image by giving the
sample numbers corresponding to the boundary locations in each row. For in-
stance, while storing the boundary information on a tape, each record can be
used to represent one scan line, the record consisting of the number of inter-
sections of the scan line with the houndary lines followed by the sample numbers
of those intersections arranged in ascending order. The information can be
handled in a computer memory by using two arrays, the first array consisting
of all the column coordinates corresponding to the boundary intersections and
the second array providing a means of finding the bounds on the addresses in
the first array of the coordinates corresponding to a given row (scan line). As
an example, consider a simple boundary image shown in Figure 22, A digital
version of it is shown in Figure 23. Each grid intersection in 23 is a sample
location, and those marked with a dot correspond to the boundary pixels. Now,
if we were to represent the boundary image by the densities at all sample loca~
tions as generated by a microdensitometer (for example), then the array would
congist of 169 values (say, 0 for non-boundary points and N for boundary points).
The same data can he represented as 13 records shown below, requiring 63 values.
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Record No. Data

1 0
2 0

3 10, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13

4 4, 3, 7, 10, 13

5 4, 2, 7, 10, 13

6 4, 2, 7, 10, 13

7 4, 2, 7, 12, 13

8 3,2, 6, 13

9 3,2, 5, 13

10 3, 2, 5, 13

11 3, 2, 5, 13

12 12, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13
13 0

Also, as two arrays in core, the same data can be represented as follows:
Index array: 1, 1, 1, 11, 15, 19, 23, 27, 30, 33, 36, 39, 51, 51

Data array: 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 3, 7, 10, 13, 2, 7, 10, 13,
2, 7,12, 13, 2, 6, 13, 2, 5, 13, 2, 5, 13, 2, 5, 13, 2, 3,
4, 5, 6, 7, 8, 9, 10, 11, 12, 13

Now, we shall consider the problem of converting the digitized data to the
SLIC. To do this, we first need to detect the locations of boundary points. An
adequate criterion for this is a threshold on the density values. However, the
boundary lines thus detected turn out, in general, to be more than one pixel in
thickness. Since in most problems involving boundaries it is desirable to have as
thin a boundary as possible, we reduce the thickness of the lines using a thinning
algorithm. Referring to Figure 24, the purpose of the thinning algorithm is to
generate an approximation to the dashed line given the "thick'" lines in digital
form. After a thin boundary line is obtained, the coordinate information is con-
verted to the SLIC.

(v) Smoothing

Discontinuities might occur in the thinned boundary data due to drafting
and photographic defects or thresholding and thinning. For interior extraction
or political entity separation, it is important that the boundary be continuous.
Therefore, the thinned data are examined at every point for continuity and patches
are generated between locations of discontinuity and the nearest boundary point
(if any, within a pre-specified maximum distance).
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Figure 22, A Simple Boundary Image
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Figure 23. Digital Version of the Boundary Image
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Figure 24. An Exaggerated View of Thick Boundaries
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(vi) Finding Control Points

To find the corrections in scale and orientation required for matching the
boundary data with a standard coordinate system, it is necessary to establish the
coordinates of some known locations called control points. A convenient set of
points while handling boundaries are intersections of boundary lines. Figure 25
shows a boundary map of the five-county area (TARCOG, in North Alabama) on
which the work was performed. The control points are shown on the map. The
ground coordinates of these points can be determined in the UTM system by
reference to standard maps. The pixel coordinates of the same points can be
determined by obtaining binary line printer plots of small sections of the boundary
data including the control points and manually counting the pixel numbers.

(vii) Determination of the Geometric Transformation

The transformation needed to convert from the pixel numbers as obtained

from the microdensitometer to the standard coordinate system (at a specified
sampling interval) can be found from a knowledge of the control point coordinates.
A parametric model is assumed depending on the types of correction required.
A linear transformation with six parameters is sufficient to account for transla-
tion, rotation, and scale change. The parameters are then determined by mini-
mizing the mean squared error between the observed UTM coordinates and those
obtained by converting the pixel coordinates using the assumed transformation.

(viii) Application of the Geometric Transformation

The boundary data are converted to the UTM coordinate system by using
the transformation determined as mentioned above. A resampling problem enters
into the picture at this point. The boundary points which have integer coordinates
in the original system do not necessarily transform into integer sample numbers
in the UTM system. Therefore, the transformed coordinates are approximated
by rounding them off to the nearest integers. Also, when there is a scale change,
the number of boundary points in the output image is not necessarily the same as
that in the input. The points that were contiguous in the input image might trans-
form into non-contiguous points. Thus, to preserve continuity, it is sometimes
necessary to interpolate and generate extra boundary points. A simple approach
to this is to transform all the input boundary points via the given transformation,
join the output points corresponding to contiguous input points by straight lines
and obtain integer coordinate values by rounding off.

(ix) Thickening and Superposition

Whereas, to extract a region within a given boundary, it is necessary to
have as thin a line as possible, for visual presentation of boundaries on remotely
sensed images, it is desirable to thicken the boundary lines. The data in the
SLIC format can be conveniently used to generate thickened boundary data in the
same format by producing new boundary points at locations surrounding each old

35



Figure 25. Boundary Map of TFive TARCOG counties showing Control Points,
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boundary point up to a given thickness. The boundary lines are superposed on
the given image (which is of the same scale and orientation) by assigning a unique
density to all points in the image corresponding to the boundary point coordinates.

(x) Identifying and Extracting Individual Regions

Each political entity can be extracted separately using the boundary data
for the entire region in SLIC format after geometric correction. The first step
in doing this is to identify connected regions separated by the boundary lines and
generate a unique label for each of the regions. For example, the digital boundary
image shown in Figure 23 leads to a "'region identification map' (RIM) shown below.

Record No.,
1 1111111111111
2 1111111111111
3 111000000O0O0O0O0
4 110222033204 4020
5 1022220330440
6 1022220333040
7 102222 03333©00
8 102220333333020
9 1 02203333333£90
10 1022 03333333290
11 1022033333330
12 100000O0OO0OO0OO0OCOOO
13 1111111111111

Here, 0 is used for boundary points, 1 for the exterior and 2, 3, and 4 identify
the interior of the three separate regions. Such a map is easy to generate from
the boundary data in SLIC format using tests for connectivity.

A RIM can be used to extract data corresponding to any given region from
a remotely sensed image. For example, all points in region 2 can be highlighted
by reading the RIM and the given image record by record and setting all densities
to 0 except where the RIM values are 2.
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II. MATHEMATICAL TECHNIQUES

This section describes the extraction of a geographic location from a
computer compatible tape (CCT), given the latitudes and longitudes bounding the

+ 1al +n 1atifnd 1~ A~ tha
area. Since the scan ulus direction is not paraiieir to watituaes or l.uusu,u.uc;b, uie

smallest rectangular region containing the desired part of the image is determined
using the identification and annotation data read from the CCT.

The first step is very simple. The number of records in the CCT is a
constant equal to 2340. The number n of pixels per record (per band) is given
by ""MSS adjusted line length' contained in the 3%th and 40th characters [2].

Thus the pixel coordinates of the format center are given by (1170.5, (nt1)/2).

In order to find the bounds on the region to be extracted in terms of pixel
coordinates, it is sufficient to determine the pixel coordinates of the four corners
of the rectangle bounded by the given latitudes and longitudes. Therefore, we
shall describe the method for determining the pixel coordinates of a given point
where its latitude and longitude are given.

Let'E-N and R-P represent the geographic and pixel coordinates of a
given point. Let (e, no) and r,, py) be the corresponding coordinates of a
reference point, say the format center. The satellite heading is given by the
angle 0 between the N-axis and the R-axis (see Figure 26).

From the equations for rotation of a Cartesian coordinate system about
the origin, it follows that

T~T (n - ny) cos6+ (e - egy) sind

o =
P-py ==(0-ng)sin 0+ (e - ey) cod

if the units of measurement are the same for the two coordinate systems. (An
approximation is made here in that the longitudes are assumed parallel to one
another - a reasonable assumption if the region to be extracted is sufficiently
small and sufficiently far from the poles. Hence, the use of plane geometry
instead of spherical trigonometry.)

The scale factors required to convert the distances (r-r,) and (p-pg)
are computed as follows. The tick-marks indicate the intersections of known
longitudes or latitudes with edges parallel to the pixel coordinate axes. Also
the number of pixels (records) between two tick-marks along a top or bottom
(left or right) edge can be determined. Therefore, the number of pixels (records)
per degree of change in longitude (latitude) in the horizontal (vertical) direction
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Figure 26. Geographic and Pixel Coordinate Systems

can be determined from the tick-mark data. These then are the scale factors to
be used to convert (r-ry) and (p-pg) into increments in record and pixel numbers.

The procedure is to first read the ID record, find r, and pgy, then read
the annotation record to find n, and ey, and the tick-mark information and con-
vert them to floating point numbers, compute the scale factors and find the
heading O and use the formulas above and the scale factors to find the record and
pixel numbers corresponding to each of the four corners of the rectangular region
to be extracted. Finally, these coordinates are converted into integers, the
smaller of the bounds being truncated and the larger being rounded to the next
higher integers.
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3-2., COMPUTER CLASSIFICATION

The linear discriminant functions presently being used to separate classes
of data divide a set of data into two regions, arising from the positive and nega-
tive results obtained when individual data samples are substituted into the dis-
criminant function. Thus, as a starting position, it is necessary to define that
class of data which can be separated from the remainder of the data by the ap-
propriate decision function. Using the set of training data, the separation be-
tween classes is determined according to the following conditions:

1, the two clusters of class data values are widely separated
(interclass distance (S) is large), and

2. data values within each class exhibit low dispersion, i.e.,
are closely grouped (intraclass distance (S9) is small).

In the ideal case, the intraclass distance is negligible compared to the
interclass distance, i.e., 82/81 - 0. If the data samples of different classes
fall in the same region, S2/S1 - 1. In the extremely poor case, where data
values of class 2 all lie within the extreme data values of class 1, the intra-
class distance (S9) for the more widely dispersed class 1 is greater than the
interclass distance (Sj) to the data values of class 2, and Sg/Sl> 1. A normalized
figure of merit for assessing the discriminatory effectiveness of a given feature
is defined as

F = Exp [-S2/5;]
an index that is suitably bounded between 0 and 1.

The generalized distances S1 and Sy are based on the average distances
bhetween all pairs of data samples in the class or classes involved. As a first
step in the computation, an array D is defined whose elements are the interclass
and intraclass distances along each feature. Assuming that an N-dimensional
feature vector X = {X;}, i =1 ... N, defines the sample measurements over
M classes, the dimensions of the array are M x M x N. For classes p and q,
containing np and ng samples, respectively, and considering feature f, the array
element corresponding to the distance between classes p and q along feature
axis f is

op  Op |
Dy,q,f= % ¥ X f1-X_ £, |.

This distance element comprises a total of npng terms. The diagonal elements
of the distance array are the intraclass distances and are defined as
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Each such element comprises np, (np—l)/z nonzero terms. The various elements
of the array D are combined to form the total inter- and intraclass distances
among the classes under consideration.

In the present scheme as already outlined, a linear discriminant is to be
identified that will separate any one class from all of the remaining classes taken
together, and the process is repeated with the number of classes under consid-
eration being reduced by one each time. Thus, the problem of separating M
classes is reduced to (M-1) two-class problems in which each discriminant
hyperplane successively partitions the sample space. If class p is under con-
sideration, the second class (q) consists of all the remaining classes (ql, U5,
dg...) considered together. These original data classes are now, in effect,
subclasses of the class q.

The total interclass distance for feature f is then the sum of the distances
between class p and each of the subclasses and is defined by

= + + + o
Z]"p’f Dp?quf Dp,qz?f Dp’q3’f
Y -- . . > + + + —
The total number of individual distance terms is np (nql nq2 n(13 cee)
Nphy where nq = nq1 + nqz + nq3 + ... and hence the average interclass distance

from class p to all other classes along feature axis f is given by

S1,p.f = £1,p,/Mp"

The interclass distance for class p itself is simply the array element
Dp p, f which is the sum of np(np—l)/z terms.

For class g, the intraclass distance is the sum of all the distances in-
volving the subclasses q1, 49, dg « - -, namely

Dy,q,f = Dg1,q1,¢ * Pg1,q2,t © Pq1,q3,£ 7 -
+ qu,qz,f + qu’q3’f + ...
+ qu3,q3’f+

+ ...

This expression is the sum of nq(nq—l)/z terms.
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The total average intraclass distance for the two classes, therefore, is

<

So , ¢ =D /iy {n, - 1) + D /Mgty - 1)
2,p,t p,p,t/"p\p q,q,1/"q\%q = Y

and the figure of merit for determining the effectiveness of feature f in separating
class p from all other classes is

Fp’f = Exp [—Sz’p, f/Sl,p,f] .

An M x N array is computed using this expression giving a figure-of-merit
matrix that exhibits the effectiveness of all features in separating each of the
classes present.

In parallel with this merit figure evaluation, a further computation deter-
mines the figures of merit between class p and each of the subclasses q, 49,
d3 ... The purpose of this calculation is to determine whether any of the sub-
classes are poorly separable from class p, even though the figure of merit of
separating class p from class q may have a high value. This can occur when
several of the subclasses are very well separated from class p and, hence,
heavily weight the value of F, ¢ while at the same time one or more of the sub-
classes q; are poorly separated from p and, hence, the classification ambiguity
between class p and these particular subclasses q; would be considerable. The
smallest of these individual figures of merit is multiplied by the overall figure
of merit defined above. Thus, the final figure of merit contains two factors:

1. The separability of class p from the remaining classes
considered together as the second class,
2. the separability of class p from the nearest neighboring

class.

In order to determine the order of separability of the training classes,
the figures of merit for individual features of a class are combined to form a
single figure of merit for that class. By ordering these values according to
magnitude, the most easily separable class is identified.

The determination of the linear classifier discriminant functions is dis-
cussed in the following section.

The problem of designing a pattern classifier may in general be ex-
pressed as one of determining the discriminant functions Gij(x), i=1, ... M,
such that for any pattern sample vector Xj, the inequality

Gi(Xj) = 0

.implies that Xj belongs to pattern class Cj .
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The structure of the classifier is dependent upon the functional forms of
the discriminants and also upon the availability of a sufficient quantity of a priori
data that adequately characterize representative samples of the patterns to be
classified. As long as the assumption may be justified that the pattern classes
can be separated by a linear hyperplane, a linear discriminant function leads to
the simplest structure of classifier. In this case, a variety of techniques exists
for determining the actual structural properties of the classifier. [3]

In multiclass problems, a linear classifier may be applied in either a
parallel or a sequential mode. In the parallel mode, the discriminant functions
for a given sample vector are computed simultaneously, the largest resulting
value identified, and sample assignment is made to the class corresponding to
the largest discriminant. The resulting classifier is cumbersome, since the
discriminant for any one class must be capable of separating that class from
each other class taken individually, and requires M(M-1)/2 linear segments
when M classes are present. In the sequential mode, the classifier structure
is simpler since sample classification into M categories is performed by a
sequence of (M-1) dichotomies, and each discriminant is required only to
separate its corresponding class from all other classes taken together,

It is well known that a dichotomous linear classifier or Threshold Logic
Unit (TLU) defined by the discriminant function

N
Gx)=wo T & Wixj

i=1

exhibits the following properties: [4]
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1. The classifier separates patterns by a hyperplane decision
surface in measurement space.

2. The hyperplane has an orientation given by the weight values
Wi, Wg, ...Wp.

3. The hyperplane has a position proportional to w,.

4. The distance from the hyperplane to an arbitrary pattern

vector Xj- is proportional to the value G(Xj),

Given two distinct classes of patterns, therefore, classifier structural
design reduces to the problem of determining (a) the orientation and (b) the posi-
tion of the separating hyperplane. In general, these quantities must be derived
iteratively from information contained in the distances of misclassified samples
from a trial hyperplane.

Tn hn

+ a o
L1l Lviic D‘yD o 7
by employing a gradient procedure, the Ho-Kashyap algorithm, [5, 6 ]that iter-
atively minimizes the least-squared classification error over the representative

sample classes or training classes.

In the case in which two pattern classes p and q are present, containing
respectively ng and ny N-dimensional pattern vectors X, the discriminant func-

tion is
T

G(ij) =Wy tw ij = dpj’ ji=1 — n,
and

G(qu)=w0+wTX j:dqj’ i=1 —->nq

q
where

wl = transpose of the hyperplane weight vector (wjy, Wo .. .WN).

The values & j and d . are measures of the perpendicular distances of
the respective sampjlje patterns from the separating hyperplane. The above

n, + nq equations may be expressed as
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or, more compactly,
Ao=4d

where the matrix A of dimensions (np + nq) x (N + 1) defines the entire set of
patterns, the (N + 1) vector o defines the separating hyperplane, and the (np + nq)
vector d defines the pattern-hyperplane separations, to within a normalization
factor. The feature vectors of class q are negated to ensure A ¢ > o.

The components of d are positive or zero in the ideal case of totally
separable patterns although in practice this condition is unattainable because of
misclassification due to imperfectly separate pattern clusters. The optimum
hyperplane, however, will minimize the number of misclassifications, i.e., will
minimize the number of elements of d having incorrect sign, and will therefore
minimize a classification error vector e = (B - d), where B is a (np + nq) vector of
positive constants. The minimization criterion, of course, is arbitrary, but a
quadratic criterion is advantageous since a steepest-descent minimization procedure
results in a linear recursion relationship. Therefore, let

J=1/2|1p-d||? = 1/2|| Aa - g]||?

The condition for minimum J is given by

33/0a =AT [Ax - g]=0, >0

45



and for a given B, the corresponding hyperplane is determined by

-« = [ATA]™Y ATg

Since B is initially an unknown positive vector, it must be determined
iteratively from the relation

Bk +1) = B(K)+ 88; B(0) arbitrary, k = iteration index.
Logically, to minimize J, the itefation increments 68 should be proportional to
the gradient aJ/08. Since
03 /3B | g (k) = Bk) - A a (k)
several possibilities arise due to the constraint 8 > 0.
1. aJ /o8 Bk = 0 then B(k) - A a (k) = 0, the ideal

solution

2. aJ /38 |8 k) > 0, i.e., B(k) - A a (k) >0, hense an increment
88 will tend to increase the classification error vector, and
preferably 68 = 0.

3. 33 /0B |8 (k) <0, i.e.,B(k) - A a(k) <0, hence a positive

increment 68 proportional to the gradient may be made.

The rationale for incrementing g therefore is

0, aJ/IB > 0

B =0 {Aa k) - Bk + |[Aa (k) - Bk) |}
20,383/9B<0

where p is a positive constant vector.

The Ho-Kashyap training algorithm thus may be summarized as follows

1. « (0 = [aTaA] -1 ATB (0); B (0) > 0, otherwise abribrary
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2. Bstl) = B+ P {Ax M -8+ | Ax ) - B |}

3. a@tl)= [ATA]-L AT Bk +1)

a (k)+p [ATA] “1AT {Aa (k) = Bk)+ |Aa (k) - B(k) |}

The convergence properties and other details of the algorithm have been
discussed elsewhere. [6]
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3-3. GEOGRAPHIC REFERENCING

Aside from simple rotation and scaling, there are three categories of
geometric distortions that may be present in remotely sensed image data. First,
there are effects due to geometry. Primarily, these are the result of projection
of features from the curved surface of the earth into the image plane. This may
also include the map projection involved; the map coordinate system of primary
interest in this document is the Universal Transverse Mercator (UTM) projection.
The point of view incorporated in the mathematics to be developed may be illus-
trated by assuming that a set of geographic grid lines are painted on the ground
and transformed into image coordinates by the sensor (and by the equations to be
developed). Other distortions are due to dynamics - the motion of the satellite,
and rotation of the earth. Then, there may be distortions introduced by the
instrumentation. For example, in the case of a scanning imager the relationship

between position in the projective image plane along a scan line and the data stream

itself may not be linear. (In fact, the ground trace of a scan line may not be a
straight line.) Another possible instrumentation effect is a direction-dependent
scale factor.

It will be seen that the distortions produced by some of these causes are
considerable, while others are (more or less) negligible. Fortunately, the big
distortions will also turn out to be the easiest to solve for. It will be seen that
a simple mathematical model of the coordinate transformation provides accuracy
high enough for many uses.

It will be assumed henceforth that geographic coordinates of points on the
earth's surface are in the UTM system. Many projections are used in an effort
to display the curved surface of the earth on a flat map, all necessarily involving
some distortion. Mercator projections have several useful properties. For one,
they are conformal. So, taking any small area, the shape of the regions is the
same as on the globe. (The shapes of large areas are distorted because the
scale is position-dependent.) Also, standard Mercator projections are the only
ones in which lines of constant compass heading (rhumb lines or loxodromes)
appear as straight lines. This makes them useful in navigation. A standard
Mercator projection is related to a projection from the earth's surface onto a
cylinder tangent at the equator. Parallels are horizontal and meridians are
vertical, Meridians are equally spaced, while the spacing between parallels
veries as the secant of the latitude.

The transverse Mercator projection turns the projection system (or the
earth ) 900, It is related to a horizontal cylinder tangent along a meridian. A
standard meridian great circle replaces the equator, and the zone on either side
of that meridian is fairly well represented. The UTM system is a collection of
transverse Mercator projections. In the UTM system, the earth is divided into
60 zones bounded by meridians whose longitudes are multiples of 6° west or
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east of Greenwich. The zones are numbered sequentially, beginning with 1 for

the zone from 180° W. to 174° W., and proceeding eastward. The origin of
coordinates for each zone is at the intersection of the central meridian of the

zone and the equator. Distances in UTM coordinates ('easting' and "northing')

are measured in meters. The central meridian is given a "'false easting' of

500, 000 meters so all easting coordinates are positive. There is no false northing
in the Northern Hemisphere; in the Southern Hemisphere a false northing of

10, 000, 000 meters is assumed. The latitude limits are 80° N, and S. (A different
projection must be used in polar regions.) UTM coordinates of a point on the
earth's surface consist of the zone number and the easting and northing coordinates.

The equations sought to account for the geometrical effect of projection
would relate picture coordinates to UTM coordinates. However, the mathematics
involved iz quite infractable, and it has not been found possible to obtain such
equations except in a form whose complexity conceals their content. It is some-
what easier to write a sequence of equations describing the situation. The
following equations are taken from Reference 7. (Although they refer to satellite
observations, only a change in terminology is needed to apply them to aircraft.)
They relate latitude ¢ and longitude ) to x and y, Cartesian image coordinates
with origin (corresponding to the satellite subpoint) at the center of the image.
The subscript SP will be used to refer to the subpoint (picture center), and P will
be used to designate the coordinates of an arbitrary point. Figure 27 illustrates
the situation being described. A sperical earth is assumed. Also, the line of
sight of the sensor is assumed to be straight downward.

The plane of the Landsat orbit is inclined at an angle of 8. 906%0. 1554
radian) from a polar orbit. With reference to Figure 28, the equatorical in-
clination i is 81.U949. Because of this inclination, the satellite crosses
meridiang of longitude with increasing frequency and at increasing angles at the
higher latitudes. The heading of the satellite relative to the local longitude line
(azimuth) is obtained by applying the law of sines to the shaded spherical triangle
in Figure 28. Noting that the two sides which are also longitude lines have arc
lengths related to angles of 90° and 900 - Bgp> We have

sin (180-H) sin €

sin 90 sin (90 - ¢sp)
. sin € 0. 1548
or sin H = = ———
cos ¢sp cos ¢sp

The following sequence of equations relate the subpoint latitude and longi-
tude (@, 1 )sp to Cartesian coordinates in the image plane, (X,y).
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Figure 27. Orientation of picture along Subpoint Track or Heading Line. (7]

Figure 28. Azimuth of the Heading Line. [7]
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Applying the law of cosines to the spherical triangle in Figure 29, we
obtain

1

cos & cos(90 - dg) cos(90 - gp) + sin(90 - ¢ ) sin(90 - @p) €O AL

sp’
= sin¢spsin¢p + cosggy, cos¢sp cos(rp = Agp)

and by applying the law of sines, sin @ = cos dsp sin (Ap - >‘Sp)'

sin ¢

The transformation from (8,a) to the nadir angle N subtended at the
satellite by 6 and the image plane azimuth ¥ measured from the heading line
is illustrated in Figure 30. The transformation is

R sin §
R(1 - cos 8) + H)

tanmn =

UV =o-qo* .

As illustrated in Figure 31, coordinates (mn, {) transform to Cartesian
coordinates in the image plane according to

X (f tan M) siny

Il

y (ftann) cos V.

In these equations f{ is a scale factor related to the field of view of the imaging
device. The y axis is along the heading line and, as mentioned above, the
origin of coordinates is at the image center (the image of the subpoint).

The equations that connect the UTM system with latitude and longitude

are
E = asin~l [sin (A - cm) cos¢]
. sin g
N = 1 2220
@ st [cos (E/oz)J

where E is the easting coordinate, N is the northing coordinate, o= 0.9996R,

and cm is the longitude of the central meridian of the UTM zone. These equa-
tions are also specialized to a spherical earth, and do not show the false easting
(and false northing in the Southern Hemisphere) that must be added.

A large effect on the geometry of the satellite image is the rotation of

the earth. The earth's rotation causes the heading of the ground track to
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Figure 29. Transformation from Latitude-Longitude to Great Circle-Azimuth. [7]
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Figure 30. Transformation from Great Circle-Azimuth to Image Nadir-Azimuth. [7]
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deviate, and produces skew in the image. The earth's rotation causes the plane
viewed to move eastward, so successive points along the ground track are far-
ther and farther to the west of where they would be in the absence of earth rota-
tion. During the scan period of 33 msec., a point at the equator is displaced
due to earth rotation by approximately 15 meters. During the 25 seconds re-
quired to scan a frame, the shift at the equator is 13,500 meters, and decreases
as the distance from the point on the earth's surface to the earth's axis, which
is proportional to the cosine of the latitude. Referring to Figure 32 [8] the dotted
meridian of longitude through S rotates to point Sy which is a subsatellite point
at position given by latitude ¢, longitude A\g. Thus the satellite views the point
S on the earth's surface, located a distance A from the point S, which would
have been viewed in the absence of earth rotation. The effective satellite track
is that through S, which has heading H greater than the original heading Hg.

The distance A varies as the angular velocity Vi of the earth and the cosine of
the latitude, and the distance A x covered by the satellite during the same period
of time varies as the velocity V¢ of the satellite. Hence

A

AX

VE
—— cos ¢
S

where Vi /Vg = 0.0717 for Landsat -1.

In the MSS image (Figure 33), point S on the earth's surface appears
at point Sy due to west-to-east movement of the earth's surface by a distance A
while the satellite covers a distance Ax, and hence is scanning along the line
through So. Lines of latitude are rotated by the local heading angle, Hg, plus
an additional amount dH due to the earth's rotation. The change in position A
has components dx (along satellite motion) and dy (along scan directions). In
the practical case, for small heading angle, dx is small and the effect is that
successive scan lines cover a portion of the earth farther and farther to the west,
and skew is introduced into the resulting image.

The apparent change in heading dH can be determined by writing

i - A cos Hy
tan - 0S 1+ A sinHp
Ax
using OS = AX+AX L ddx = A sin Hy.
cos H,

Substituting for A/Ax in terms of earth and spacecraft velocities,

53



PERSPECTIVE CENTER

IMAGE PLANE

Figure 31. Transformation from Image Nadir-Azimuth to Cartesian Coordinates.

Figure 32. Effect of Earth Rotation on Satellite Track.
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Figure 33. Orientation of UTM Axes in MSS Scene After Rotation
and Skew,
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_V_E cos ¢ cos H0

Vs

tandH =

1+—\% cos ¢ sin Hg

~YE cos ¢ cos Hg.
Vs

For the latitude (¢ = 34.750) of Huntsville, Alabama, the heading H, with respect
to the local meridian is given by

= win—1 sini - o
Hq sin l:——cos Py ] 10. 86

as the polar inclination of the orbit [9] . The skew angle dH is com-
o

The locations of the scan line and pixel axes in the UTM system on the
ground are shown for rotation and skew in Figure 34. The correction for rotation
by the heading angle Hg, is

x' = -E sin Ho - N cos Hy

!

y = Ecos Hy- NsinHg.
The correction for skew, assuming scan lines in an east-west direction, is

x" = x'/cos dH
X‘ sin dH + ]
cos dH y

1

y' = x' tandH +y =

Substituting for x' and y', we obtain

~-E sin H N cos H
<" = o _ 9]
cos dH cos dH
y'" = -E |sin Hg sin dH - cos Hg| -N |cos Hg sin dH + sin Hqf .
cos dH cos dH
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Figure 34. MSS Axes in Terms of UTM “xes for 'otation and Skew.
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The transformation from the ground into the image pixel coordinates becomes

<] r—sin o -c ~ I .
l_yJ - EEEIEH" I_p(;s (II;IJ+ dH) _scffi I(-Iﬁ’o+ dH)] [fr:i N ll—_y;]

where x is the line count coordinate, y is the scan line point count coordinate,
and, from right to left: x, and y, are the components of an origin shift vector
(so the first point in the first line can have the coordinates (x,y) = (1,1) ), E

and N are the easting and northing UTM coordinates, Hg is the nominal heading
angle, and dH is the skew caused by the earth's rotation. Both the E-N and
x-y coordinate systems are right-hand systems; in the image, the line count

x increases downward, while the point count coordinate y increases to the right.
Although dH does depend on H,, it is not completely determined by Ho; it also
depends on the satellite's angular velocity, the earth's rotational rate, and the
latitude, according to the previous expression for tan dH.

The significant thing about the transformation matrix that has been
obtained, from the point of view of this discussion, is that for one image the ele-
ments of the matrix are (almost exactly) constants. (Ho and dH change due to
their latitude dependence, which changes by 1-2/3° across a scene.) Further,
an arbitrary 2 by 2 matrix with constant elements can be assumed to be of the
form given in the transformation.

Implicit in the transformation is the assumption that equal distances
along a scan line correspond to equal distances on the ground, anywhere along
the scan line. This may not actually be so. The multispectral scanner carried
on Landsat will be chosen as an example. That scanner is an electromechanical
device with scanning performed by a rotating mirror, swinging back and forth
(with no imaging performed during the 'back' part of the motion). It is clear
that, if the angular rate of the mirror is constant, the velocity of the intercept
of the line of signt with the ground is not constant. (The combination of this
with the forward motion of the spacecraft causes the ground sweep to be slightly
S-shaped.) Since the maximum angle of sweep away from the nadir is small,
this effect is quite small. In fact, the angular rate is not exactly constant
during the sweep. The velocity profile is slightly sinusoidal. The effect of the
latter is somewhat greater than that of the former in the case of the Landsat
scanner. Other small effects, such as the angular bend due to the change in dH
across a scene, are discussed in Reference [10]. Effects such as these can be
accounted for by making the matrix elements functions of position. However,
the constant-matrix formulation is at least an excellent approximation, so its
use in the geographic referencing problem will now be described.
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The transformation

It
+

is completely determined if the elements of (aij) and X0,y are known. One
approach to geographic referencing could be to compute the transformation from
orbit parameters and similar information. Then inversion of the transformation,
as long as (aij) is not singular, would give the geographic coordinates corresponding
to every point in the picture.

However, this approach has serious weaknesses. Because satellite
velocities are in the range 5-10 km/sec, a rather small ephemeris error could
cause a significant location error. Also, the approach assumes that there are
no attitude, pointing, or motion errors. Those, as well as the nonlinearities
discussed in the preceding section, could cause location errors or have the result
that values aj; different from those calculated actually characterize the transformation.

There is an approach circumventing these difficulties. The transformation
contains six unknown parameters: 411> 219> 897> 899, Xgs Y- If both sets of
coordinates (x,y) and (E,N) are known for at least three points (six components),
the unknown parameters can be solved for. If three points are used, the solution
is algebraic. If there are more than three points, the resulting set of equations is
overdetermined. In this case, a method such as least squares can be used to solve
for the six unknowns. The latter approach is preferable; the influence of modeling
and observational errors is minimized when a sufficient number of judiciously
located "control points'" (known points) is used.

Following is an outline of the well-known classical generalized least
squares method. Suppose N observations are made of some "observable" y, and
y is assumed to have the form

n
ye) = k2=:1 a f, ®, n<N (1)
. . A e
The least-squares assumption states that the "best" estimate y of y minimizes
the function
N

Q = Z Wi (91 - yi)Z @)

i=1
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where yj is the ith observed value of y, )’71 is the value of (1) at x=x; with

some set of values assigned to {a ), and {w;} is a set of weights. The resulting
equation for the set of best estimates of the coefficients aj is, in matrix
notation,

2=Fwr" rwy 3)

Here y is the (column) vector whose components are Yi» W is the matrix whose
diagonal elements are w; and whose off-diagonal elements are zero, F is the
matrix whose rows are f', the transposes (row vectors) of the set of vectors
whose elements are fi(x;) (one vector for each x;), and F'' is the transpose of

. If y(x) is not a linear function of the fit parameters (a)) , the formulation

can still be applied. The expression for y(x) is linearized by expanding in a
Taylor series and retaining only the leading terms, and then proceeding similarly.
Because of the approximation made, the solution is iterative. An equation similar
to Equation (3) gives each successive estimate of é, where the right-hand side
depends on the result of the previous iteration.

The transformation is linear in the six parameters to be adjusted by
the fit, so an iterative formulation is not necessary. However, both the depen-
dent and independent variables are vectors, whereas Equations (1) - (3) only
considered scalars. Fortunately, the generalization from one to several dimen-
sions is straightforward. There is essentially no change for the independent
variable, which only appears in the equations indirectly, as a summation index
labeling points at which observations are made. The dependent variable causes
no more trouble. It is perfectly logical to minimize a function of the vector

—

€; (the deviation between the observed quantity and its estimate at the ith obser-
vation), such as

Q =Y W,e . € (4)

1=

ey

Performing the steps of the analysis shows that Equation (4) treats components
of vector observations, for all observations, in the same way that Equation (2)
treats scalar observations. Equation (4) is a straightforward generalization of
(2) to several dimensions. Another simple change puts the treatment of all
components on an equal footing, whether they are the components of the same or
different error vectors. It will be noted that, in Equation (4), all components
of one vector are given the same weight. This is an unnecessary restriction,
and it actually simplifies the mechanization of the equations to remove it and
allow each component to have a different weight. Suppose the vectors have M
components, labeled by j (j=1, 2, ..., M), and define m=(i-1)M+j (i labels
observations, i=1, 2, ..., N). Then Equation (4) can be generalized to

60



Q=X w2 (5)

where the first M terms apply to the first observation, the second M to the
second observation, etc. Then a computer program implementing Equation (3)
can be used to perform the solution of a multi-dimensional regression problem,
with only some changes in indexing.

In order to solve for the parameters of the transformation by the
method just described, it is necessary to know the coordinates of several points,
called ""control points,'" as accurately as possible in both the UTM and the scan
line-point count systems (the latter is called the pixel coordinate system). Con-
trol points can be any features that can be readily identified, such as highway
intersections, projecting tips of islands or peninsulas, ends of bridges, distinctive
buildings, etc. The UTM coordinates of control points can be found quite accu-~
rately by reference to standard maps.

Accurate determination of pixel coordinates is more of a problem. For
the case of the scanner carried aboard Landsat, for example, an error of a few
pixels corresponds to several hundred meters on the ground. Although the least
squares fitting may absorb some error, it is unwise to rely on this. (In particular,
systematic errors in the same direction will not be removed by the least squares
process.) It is highly desirable to locate control points to the nearest pixel. Un-
less special equipment capable of making highly accurate measurements on small-
scale imagery (small enough so that the eye blends pixels together) is available,
this requires enlargement sufficient to permit the discrimination of individual
pixels. As is discussed below, it is useful to employ some image enhancement
techniques in addition to simple enlargement.

The procedures to be described are illustrated in Figures 35-37. Figure
35 shows a portion of (one band of) Landsat frame covering part of North Alabama.
The squares marked on it indicate small regions containing distinctive features
to be used as control points. The next two figures concentrate on one of those
regions (the area around Guntersville, Alabama). Figure 36 shows the result of
enlarging the image of the small region by repeating each pixel 15 times in both
dimensions. (Approximately the same effect would be produced by photographic
enlargement.) It is seen that the blockiness of the image - which makes it easy
to count pixels - tends to interfere with the recognition of features. When one
is sufficiently far from the picture, the eye smooths out the blockiness; however,
then it is impossible to count pixels.

It would appear that smoothing the image would help. Since the

effect in general of smoothing is to assign different values to adjacent pixels,
where each pixel in the enlarged image corresponds to a fraction of a pixel in
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Figure 35. Locations of Ground Control Points for the TARCOG Region.



Figure 36. Enlargement of One Region by Pixel Repetition
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the original, smoothing is equivalent to an increase in resolution. The "right"

oAkt A [P Y Y & Ry, KR SRS T £ P,

way of achieving this is to use the sampling theorem for interpolation to obtain
the intermediate values. The implementation of the appropriate formula is slow
computationally, so it is desirable to use approximations requiring less com-
puter time. Figure 37 shows the result of using a bicubic (two-dimensional
cubic) interpolation formula approximating the ''right' expression to perform
the enlargement. In addition, linear density stretching has been applied to
effect contrast enhancement.

Working with enlarged imagery, a small measurement error corresponds
to only a fraction of a pixel in the original. So it is feasible to locate control points
in pixel coordinates to the nearest pixel. Then, with control point locations in both
coordinate systems, the least squares solution for the transformation parameters
can be performed. If may then be found that the residuals at some control points
are excessively large. This situation may persist at a few points even after all
errors that can be accounted for have been corrected, due perhaps to errors in
the maps used. Such points should be discarded and the solution repeated. (Possibly,
subsequent analysis will explain the discrepancy.) The solution is relatively in-
sensitive to the number of points used, unless that number is close to the minimum.

It is appropriate to mention here that these methods may only need to be
used the first time geographic referencing is applied to a scene. For other obser-
vations of the same scene - for example, subsequent Landsat passes - it may be
possible to avoid repeating all of the same steps. Instead, small regions surround-
ing the control points (whose locations are known) from the first image can be used
as templates to search for the locations (pixel coordinates) of the control points in
the other observations. Fast sequential methods for doing so exist. [11, 12]
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Figure 37. Enlargement of One Region Using Bicubic Interpolation,
Enhanced by Linear Density Stretching

65



3-4. GEOMETRIC CORRECTION

The transformation from ground or UTM coordinates to image pixel
coordinates may be used to determine the pixels required in constructing an
image in conformance to a UTM map projection. For every UTM grid position
(typically at 50 meter spacing) the corresponding pixel coordinates are calcu-
lated, and the density at that point becomes the output pixel density. In general,
the calculated pixel coordinates are not integers, i.e. the location is between
image pixels. Hence, the density must be interpolated from the neighboring
pixels. Three interpolation methods will be presented.

For nearest neighbor resampling, the pixel value closest to the position
of the correct image pixel is chosen for the result of the interpolation operation.
In other words, the coordinates (x',y') of the desired pixel are computed by
rounding off the computed coordinates (x,y) to the nearest integer, using

x+ 0.5

x'

y! y+ 0.5,

This leads to a position error in the nearest neighbor resampled image as large
as + 0.5 pixel spacing. However, an advantage is that the magnitudes of the
samples are retained exactly.

The bilinear interpolation method scales the output value linearly be-
tween the density values of two neighboring pixels. If the neighboring pixels have
densities A and B, then the scaled density at a distance Ax from A is

Q, = A+ 8x (B-A).

In two dimensions, the input values are the four corners of the square containing
the calculated pixel location. If A and B are the densities of the top two corners
and C, D of the bottom, the interpolated output along the bottom line is

Qy = C+ 4x (D-C).

The values Ql and Qo are then interpolated in the orthogonal direction to give
the final result:

Q1.+ Ay (QZ - Ql)

For spatial frequency band-limited data, the ideal interpolation function
is sin (x)/x. A continuous signal can be sampled at discrete intervals and then
the sin (x)/x filter can be applied to the discrete data to completely reconstruct
the continuous signal. This can be done provided the sampling frequency meets
the Nyquist criterion, i.e. it is at least twice the highest spatial frequency.
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However, this function has significant magnitude until very high x, requiring an
impractically large number of terms (>1000) for each interpolated value. In
addition, Landsat MSS data is not band-limited, but in fact contains aliasing errors,
which are not removable after resampling without severe resolution degradation.
Thus a limited extent approximation is made to this function.

The cubic convolution function is an approximation to the sin (x)/x func-
tion, maintaining the main positive lobe and the first negative lobe on either
side. No term beyond x=2 exists. The functions are shown in Figure 38. In
these graphs the x axis can be taken as distance from the resample location
to the discrete data locations and the y axis is the response value. The equa-
tions of the cubic function for the two lobes may be expressed as

f(x) =a;|x3|+byx2+cyix|+d; 0= |x|<1
fo (x) = ag 3|+ bgx? + cg [x [+dy  1s]x|<2.

The eight coefficients may be determined by applying the following eight con-
ditions:

f1(0) =1
f1 (1) =0
fo (1) =0
f (2) =0
£ (0)=0
£ (1) = £} (1)
£] (0) <0
f2” (1) >0.

The cubic convolution polynomials then become [15]

f; (x) = ,‘x[3 - 2 %2 +1 Os|x|sl

fo ) =- [x|3 +5x% - 8|x|+4 1s|x|s2.

Cubic convolution is accomplished using a 4 x 4 pixel subimage about the re-
sample location., First, a vertical axis is passed through the resample loca-
tion. Next, four horizontal axes are made through the four rows of pixels. At
the intersection of the vertical axis and each of the four horizontal axes an inter-
polation value is computed. Finally, these four interpolated values are reinter-
polated along the vertical axis to produce a value at the resample location. The
interpolation formula above is used to do each of the five interpolations.
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Figure 38. Interpolation Functions for Resampling.
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3-5. SUPERPOSITION OF BOUNDARIES

The mathematical details of some of the steps described in Section 2-5
are presented below.

(). Thinning and Conversion to SLIC

Let Pi' be the density at the point (i, j) in the digitized boundary image
produced by tIJle microdensitometer. Then, the values p;; are generally avail-
able as a sequential file consisting of several records, the ith record consisting
of

(pgj [i=1, ..., ) for i=1, ..., L

Now, let a threshold t be selected such that all points in the image satisfying

Pij < t can be decided to be boundary points. The boundary data may then be
compressed by setting single bits to '"1" at the boundary positions. The boundary
lines were thinned by a peeling algorithm which remains outer layers of thick
lines while ensuring that connectivities are preserved.

To decide whether a particular boundary point should be deleted (i.e. the
bit corresponding to it changed to 0), we examine a 3 x 3 neighborhood centered

around the point. Consider the array

b
e

o e
HeomhoO

h

where each letter represents a binary pixel. It is to be decided whether e, which
is presently equal to 1 should be changed to 0. The conditions for a 'top peel'
will be derived below and those for peeling from the other directions follow by
symmetry.

First of all, e should be a top boundary point. That is, there should he
no boundary point directly above e and there should be a boundary point helow
e. Therefore b =0 and h = 1 are necessary conditions. Suppose bh=1. (Here,
b denotes the complement of b). Then, we need only check whether ¢ is a
nonessential boundary point, that is, whether two 0's in the 3 x 3 array which are
disconnected will stay disconnected where e is made 0. Connectivity, in this
context, is defined as the existence of a path not including 1's and consisting only
of horizontal and vertical segments.

Now, it is easy to see that e is essential if and only if ad =1 or cf =1,
Therefore, the condition for a top peel is that

bh (a+d) (c+f) =1.
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Equivalently, to perform a top peel we set
e=e (b+l—1+ac_1+cf).

It is convenient to implement the above equation by employing bit manipulation
routines operating on pairs of 32 bit words, thereby performing the top-peel
operation in parallel on 32 pixels. This is done by using the "current'" array
in place of e, the "previous'" array for b, the "'next" array in place of h. Also,
the previous, current, and next arrays are right (left) shifted by one bit and
used for a, d and g (c, f and i) respectively in the peeling formulas.

The program minimizes the movement of data in core by using circular
buffers for storing the ""previous, current and next" arrays. An array J dim-
ensioned 3 is used to store the indices pointing to these arrays (J(1) —
previous, J(2) —= current, J(3) —= next) and after finishing each record,
only the array J is updated.

Also, top, left, bottom and right peels are performed one after the other
by just one pass through the data (thus minimizing I/0) by storing the intermediate
results in core and operating with a phase lag.

(i), Smoothing

For the boundary data to be useful for extracting interior of regions, it

is necessary that the boundary represented be "'contiguous' at all points. Con-

tinuity and connectivity in the digital domain can be defined as follows [15].

The points (xl,yl) and(xz,yz) are said to be 4-adjacent if

| %1 ~Xg| + |y -vg| = 1.

The points (x1,y7) and(xz,yz) are said to be 8-adjacent if

Max (|xq - Xg|, |y ~y2[) =1

A curve is said to be continuous at a point (x,y) on it, if there exists at
least one point on the curve which is 8-adjacent fo (x,y).

The contiguity count for a point P on a curve is defined as the number
of points on the curve that are 8-connected to P.

Two points P and Q on a curve (in a region) are said to be connected
if there exists a sequence of points PO, Pl’ P2, .., Pn such that
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Py =P, Pn =Q, Pj is on the curve (in the region) fori =0, 1, 2, ..., n and
P; is 8-adjacent (4-adjacent) to P; ; fori=1, 2, ... n.

A curve is said to be closed if, for any point P on it, there exists a
sequence of points P, =P, Py, P,, ..., P, =P on the curve where n>1, P;
and Pi—l are 8-adjacent fori=1, 2, ..., n.

A region is said to be connected if all points in it are connected to each
other.

Now, it is easy to see that closed curves are necessary to separate a
given region into several connected subregions. Also, if the contiguity count
for every point on a curve is greater than or equal to 2, then the curve is closed.

If closed curves in the continuous domain without retracing (or ""burrs')
were digitized, then the digital curves would be closed according to the above
definition. However, when the boundaries are digitized using a microdensitometer
and undergo a thinning process, it is impossible to produce closed boundaries as
defined above. But an approximation to closed boundaries can be produced where-
in there are closed components which contain the major connected regions of in-
terest and a few ""burrs' are retained. Smoothing is the process which converts
thinned boundaries into (approximately) closed boundaries.

The smoothing algorithm proceeds as follows. At each point, the con-
tiguity count is determined. This is done by testing the row containing the point
and the two adjacent rows to see whether there are any 8-adjacent boundary
points. The search is quite simple, if it is remembered that the column coordinates
in the SLIC format are arranged in ascending order. Therefore, when looking
for boundary points adjacent to (i, j) we need only check the (i-1)8t and (i+1)st rows
until the column coordinates exceed j+1. Also, in the ith row we need only check
the column coordinates previous and next to j {(assuming no repetitions).

Now, if the contiguity count of a point is less than 2 a neighborhood of the
point is examined. The size of the neighborhood determines how large a discon-
tinuity will be patched and should be pre-specified. (A square neighborhood with
sides of the order of the thickness of the original, i.e., unthinned, boundaries
is generally satisfactory.) Two nearest points (if any) which are not connected
either to each other or to the given point are determined. Digital approximations
to straight lines joining the given point to these two points are generated and
stored as row and column coordinates.

After producing the patches at all points as reqixired, the new boundary
points are sorted, merged with the input and arranged in the SLIC format.
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(iii) Application of Geometric Transformations

The problem of applying a general geometric transformation on a given
boundary image can be stated as follows.

Let B = {(i;,j1), (g,J9), ..., (iy,i,)} be a set of points obtained by
digitizing a curve using a unit grid in the x-y plane. Let

x'=1{x,y)

y'=gXx,y)

be a coordinate transformation. Then, the problem is to find a set of integer
coordinates

B' = {(k]_’/t']_)s (kz,’f/Z): LR (km"{‘m)}

which represent the digitization of the same curve using a unit grid in the x'-y'
plane.,

This is a resampling problem. It can be solved "exactly'" if the original
curve in the continuous domain has a bandlimited spectrum and the sampling in
the x-y plane is fine enough. In that case, one could reconstruct the curve in the
continuous domain using sampling theorem and resample in the x'-y' plane.
Since this is a time-consuming process, we use an approximation as follows.

First, generate the set of points ((x,¥) r=1, ..., n)
where

x. = £y, ip)

Y = 80y -

Now, x}. and y;. are, in general, nonintegral. Therefore, we choose
the nearest integers to xp,y;. and let them represent the boundary points. Further,
to assure that connectivity is preserved after the transformation, we join
(x'r,y'r) and (xg,yg) by a straight line whenever (iy, j;) and (ig, jg) are 8-adjacent,
and generate a digital approximation to the straight line.

This method can be conveniently implemented with the data in SLIC
format (a more convenient format for this particular operation is the '"chain code"
[l'l ). The only tricky part of the algorithm is to handle the storage and rearrange-
ment of the coordinates of the new boundary points generated when large images
are handled. If the boundary coordinates produced for the entire geometrically
transformed image can be held in the main memory at a time, it can be written
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out on a sequential file in SLIC format by array sorting in core. Otherwise, it
is necessary to dump the coordinate data on a direct access device whenever the
core capacity is exceeded and then sort the data from the direct access device.

(iv). Thickening

Boundary lines can be thickened by "growing'' each boundary point
arount itself by a given amount. This is, if (i,j) is a boundary point, (k,2) is

also treated as a boundary point for all (k, ) such that ‘i - k’ < hand

l _] -4, ’ < h. Thickening boundaries in two dimensions starting from the data in

SLIC format is accomplished as follows. If ij1»I9» ++.s Iy are the column
coordinates corresponding to the itk row in the given boundary image, then the
set

N ={jl ij‘_jr' <h for somerce [l,n]}

is formed. This represents the horizontally thickened ith row. Now, to thicken
in the vertical direction, we simply set the output column coordinate set T; for
the ith row to be

When Tj is generated, it is arranged in ascending order, repetitions,
if any, are eliminated, and the coordinate set is written out as a record on a
sequential file.

(v). Generation of Region Identification Maps (RIM)

Starting from the basic definition of connectivity for regions given in
Section (ii), we can develop an algorithm to identify separate connected regions
given the boundary data. An image consisting of a unique number assigned to
each connected region is called a region identification map (RIM). We shall
adopt the convention that 0 be used for boundary points and 1 for "exterior"
points (i.e., points connected to points in the region outside the rectangle con-
taining the given boundary points). The algorithm to generate a RIM proceeds
as follows.

Let (bjj 'i =1, ..., I, j=1, ..., Ji) be the set of column coordinates
of the boundary points (stored in SLIC format). Choose N 2 b -~ b + 1 where
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B = Max byj and b =Min by,
L] 1,]

Let p and q be two N-vectors. These are the vectors in which the
region identification numbers (RIN) will be generated. The vector p will be
used to store the RIN for the previous row and q will be used to store those
for the current row as they are generated. Also a scalar M is used to count
the number of regions found.

Initially, all points in the '"previous' row are in the exterior. There-
fore, the vector p is initialized with all components equal to unity. Also, A is
set to unity. Now, consider the ith row. The boundary data

(blj |] =1, 2, ...,Ji)
are read from the sequential file. Since in the SLIC format b;; are in ascending
order, the points before bj; and after b]‘_Ji are exterior points. Therefore,

Also,

=0 fork=bij -b+1,j=1,2, ..., d;.

Qe i

Now, q; must be found only for values of k in intervals

Aj =(k bij -b+1<k< bi,j+1 -b+1) forj=1,2, ..., J; -1.
For every such interval, there are two possibilities.

Case 1: Thereisakje Aj such that pko # 0. In this case, all points

in the interval in the current row are in tie region Py

Therefore q) = Pg for
all k € A;. 0

o

Case 2: py =0 for all k¢ Aj. In this case, it is decided that a new

region mighi be beginning. The region count A\ is changed to A+1. Also,
g =\ forallke Aj'

Now, q contains the RIN for the current row. The array q can be
written out and also moved into array p, to make it the "previous' row for handling
the (i+1)St row.

74



This procedure, as described so far, produces RIN's assuring that no
two unconnected regions will have the same RIN. However, in many cases, the
same region may have more than one RIN, This happens since connectivity in the
(i+1)St through Ith rows is not known when the ith row of the RIM is being
generated. Therefore, it is necessary to update the region numbers after con-
nectivity between differently numbered regions is discovered. To do this, a
'""Region Identity Matrix (RIMX)" D is used to store the information about the
connectivity between differently numbered regions. The matrix D is a binary
matrix with dij =1 if regions numbered i and j are connected and 0 otherwise.
Initially, D is set equal to a null matrix. When a new region number \ is
started, dM is set to 1. Also, after the vector q is found for the ith row, D
is modified by letting

d,, =dy, =1 forall (5,¢) such that k =p; #0, £=q; #0, j=1, ..., N.

Now, at any stage, the matrix D indicates which region numbers de-
termined thus far represent the same region. This is analogous to the connec-
tivity matrix used widely in graph theory [16].

Connectivity matrices have some interesting properties which are very
useful in this. application. These will be introduced briefly here. Let A and u
be two region numbers. Suppose there exists a sequence of region numbers

AN A =X =X
NgiP1:M9s +eos Ay such that A=XNg, & and d, Agag =1 fori=o, 1, ...,

n-1. Then the regions A and ¢ ‘are said to be connected by a path of length n
Now, if D, is evaluated using ordinary matrix multiplication, then the (A, #)
element w111 be equal to the number of paths of length n between A and » .
Instead, if a logical matrix product is used (using 1+1 =1, 1+0 =1, 1 x1 =1 and
1x 0 = 0) find D", then the (A ,#)th element of D will indicate whether region u
can be reached from \ via a path of length n. If the matrix R is defined as

3

R=D+D2+ D"+ ...+ D"

where n is chosen such that Dn"'1 = Dn, then R)\ =1 if there exists a path be-
tween N and u of any length and R) =0 otherwise.

An efficient method to obtain R is to generate a sequence of matrices
recursively:

R =D

Rl =RO-1) + RIxRY) fori=1,2,3, ....

The computations are stopped when R" = R(n_l) . (The matrix Rl then indicates

paths of length less than or equal to 21.)
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Now, the matrix R can be used to find the smallest RIN to be assigned
to each connected region to which several RIN's have been given. The records
of the RIM computed can then be updated using table lookup.

When handling large images, it might become necessary to perform
several such updates, depending on the memory assigned to the computation of D
and R. If the size assigned to D is exceeded during the computation of the ith
row, the (i-1) rows before that are updated using the corresponding matrix R,
the updated (i-1)St row is stored in p, the value of N\ is set to the largest region
number in the updated (i-1) rows of the RIM, D is set equal to an identity matrix
and the computation for the ith row is restarted.

Several steps are involved in superposing political boundaries on remotely
sensed images. The complexity of handling this problem depends on the facilities
available for digitizing the boundary information. The steps described in this
memorandum have been designed to handle data digitized using a microdensitometer.
The process is considerably simplified if a digitizing plotter /tracer is used so that
the boundaries can be digitized by manually tracing the curves from standard maps.
In that case, each region can be digitized separately as indicated in [16]. Con-
verting the data corresponding to each region after geometric correction into the
so-called "Tightly Closed Boundary" (TCB) format, wherein the extrema and
inflections of the boundary are repeated, we would then have a very simple method
for extracting individual regions or generating an RIM.
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IV. RESULTS

4-1. PRELIMINARY DATA HANDLING

Landsat coverage of the TARCOG region was extracted from the com-~
puter compatible tape of scene 1104-15552, obtained on November 4, 1972. The
region extracted was lines 1 to 741 and samples 1500 to 3240. (Sample 3240 is
the last sample in the scene, due to the fact that the TARCOG region extends out
of the Landsat scene slightly.)
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4-2, COMPUTER CLASSIFICATION RESULTS

Training samples were selected from a region of size 500x500 pixels
centered on the city of Huntsville. Two sets of training samples were selected.
One set was chosen to be representative of four major land use classes (urban,
agriculture, forest, and water); and the other of seven Level I land use classes
(urban and built-up, agriculture, forest, wetland, pasture, water, and barren).
The training areas were shown in Figure 14.

Linear decision functions were then computed using these sets of training
data. The coeificients of the decision functions, in the order in which testing for
a positive result is performed, are given in Tables 1 and 2.

The decision functions are then tested by using them to classify the
training data. This procedure gives a measure of the accuracy of the decision
functions in classifying the training data, but is no guarantee of the results when
applied to unknown data from other parts of the scene. This is because there may
be present data corresponding to a certain class, but differing sufficiently from
the training data of that class that it is classified incorrectly. This situation
arises when the training data is not representative of all data corresponding to
each class type. However, the separation of the training sample data by the dis-
criminant functions is accurate to approximately 95 percent. The classification
assignments of the training data are given in Tables 3 and 4. Using an IBM
360/65 computer, the computer time required to calculate the four class dis-
criminants was 39 seconds. For the seven class discriminants the CPU time
was 75 seconds. In each case, 100 training samples for each class were used in
the calculations.

The discriminant functions were then tested on the 500x500 pixel
Huntsville scene, since the land usage of this relatively small area was well known.,
The class occupancy of this area by number of samples and percentages is given
in Tables 5 and 6.

A classification map showing seven classes in the Huntsville region is
given in Figure 39.

The classification into four classes required 21 minutes, 18 seconds
of computer time. The rate of classification is 2933 pixels per second or 0.3409

millisec. per pixel.

For seven classes, the corresponding values are 1869 pixels per second
or 0.5350 millisec. per pixel.

For comparison purposes, Figures 40 and 41 show land use maps of the
Jetport region obtained by computer analysis of high altitude (60, 000 ft.) three
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band photography and by manual analysis of low altitude (6, 000-12, 000 ft.) four
band photography. It is apparent that the areas of significant sizes are classified
into the same land usage in each case.
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Table 1.

Four Class Linear Discriminant Coefficients

(In order of testing; discriminant function is

G = wiX] t WoXg + wgxg t wyxy *+ wg)

Land Use Coefficients
Class w1 w9 w3 Wy, Ws
Water 0.1100 -0.1160 0.07007 -0.3798 0.9280
Forest -0.2492 -0.1186 ~-0.1635 0.2078 7.895
Agriculture -0.4470 0.09002 ~0,1091 0.2744 7.973
Urban 0.4470 -0.09002 ~0.1091 -0.2744 -7.973
Table 2. Seven Class Linear Discriminant Coefficients
Land Use Coefficients
Class
Barren 0.07296 0.04997 -0.09904 0.1298 - 3.004
Pasture 0.06251 -0.1843 0.06783 0.1214 - 2.784
Water 0.2855 -0.06975 -0.3331 0.2061 - 2.290
Wetland 0.01383 0.09687 ~0.,1588 -0,3112 2.905
Urban 0.5952 -0.3246 0.2419 -0.2677 -10.44
Forest -0.4142 -0.2501 ~0.1709 0.4392 10.35
Agriculture 0.4142 0.2501 0.1709 -0.4392 -10.35
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Table 3.

Classification of 4 Class Training Samples

Land Use Percent Number of Samples Classified as:
Class Correct Urban Agriculture Forest Water
Urban 95 95 5 0
Agriculture 97 2 97 1
Forest 98 0 1 98
Water 100 0 0 3 100
{ _J
Average Accuracy = 97.5%
Table 4. Classification of 7 Class Training Samples
! | N i3 .
Land Use Percent umber of Samples Classified as:

Class Correct Urban Agriculture Forest Wetland Pasture Water Barren
Urban 82 82 0 0 0 0 0 17
Agriculture 99 0 99 1 0 0 0 0
Forest 99 0 0 99 1 0 0 0
Wetland 97 0 0 1 97 0 2 0
Pasture 99 0 0 1 0 99 0 0
Water 100 0 0 0 0 0 98 0
Barren 87 13 0 0 0 0 0 87

Average Accuracy = 94.7%




Table 5.

Four Class TARCOG Land Use

Class Number of Percentage
Samples
Urban 241,445 6.44
Agriculture 1,378,609 36.76
Forest 2,003,588 53.43
Water 126,358 3.37
TOTAL 3, 750, 000
Table 6. Seven Class TARCOG Land Use
Class Number of Percentage
Samples
Urban 303,545 8.09
Agriculture 969, 926 25.86
Forest 2,021,475 53.91
Wetland 38,745 1.03
Pasture 321,830 8.58
Water 92,104 2.46
Barren 2,375 0.06
TOTAL 3,750,000
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Figure 40.

+ v W g e+ Bt

R

Four Class Map of the Jetport Region, obtained from RB-57
Photography.
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4-2-1. CLASSIFICATION ACCURACY

The accuracy of the classification has been studied in detail. In one
procedure, a-ground truth study Was conducted in 101 randomly selected study
areas located in Madison County. [17] Each study area consisted of a five pixel
by five pixel matrix, centered on the random location. Thus the 101 study areas
resulted in 2525 pixels, the locations of which were visited in the field, classified
and compared with the computer designations. It was determined that 67.4 per-
cent of the study pixels were correctly identified. Since agriculture and pasture
are the same in Level I classification, these two groups can be combined. When
this is done, the percentage of correctly identified pixels rises to 76.3 percent.
Table 7 gives the classifications of the 2525 pixels whose actual land use was
determined. From Table 8 it is seen that for a pixel classified as urban there
is a 0.675 probability that it is actually urban, a 0.134 probability that it is
agriculture /pasture, a 0.025 probability that it is water, and a 0.162 probability
that it is actually water. The Bayesian probability of a pixel being classified
correctly is the probability of correct classification divided by the sum of the
probabilities of other actual classes being so classified. The Bayesian probabilities
of correct classification in each land use category are:

urban 0.677
agriculture/pasture 0.465
forest 0.618
water 0.992
wetland 0.519

A second accuracy analysis was performed by examining low altitude
photographs of rural areas on Sand Mountain, since it is known that bare soil
in agricultural areas is easily confused with urban areas. This is illustrated in
Figure 42, in which the outlined areas appear as urban, since they are bright in
the green band image, but are in fact are agricultural land usage, as determined
from the low altitude photography. In the classification map, light areas are
urban, gray agriculture, and dark are forest.

86




L8

Table 7. Classification of Actual Land Use Classes [17]

Actual Land Use Pixels Classified as:

Actual
Land Number Percent Urban Agriculture Forest Water Wetland Barren
Use of Classified &

Class Pixels Correctly Pasture
Urban 126 67.5 85 35 4 0 1 1
Agriculture | 1444 72.8 193 1051 194 5 0 1
& Pasture
Forest 906 85.2 23 108 772 0 3 0
Water 37 40.5 6 4 1 15 11 0
Wetland 12 33.3 0 4 4 0 4 0
Barren 0 0 0 0 0 0 0 0
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Table 8.

Classification Probabilities of Actual Land Use Pixels

Probability of
Actual Land Use Pixels Classified as:

—

Actual

Land Number Urban Agriculture  Forest Water Wetland

Use of &

Class Pixels Pasture
Urban 126 .875 .278 . 032 .008
Agriculture & Pasture 1444 .134 .728 .134 .003
Forest 906 .025 .119 .852 . 003
Water 37 .162 .108 .027 405 .297
Wetland 12 .333 .333 .333
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CLASSIFICATILUN MAP

Figure 42. Example of Agriculture Misclassification on Sand Mountain.,
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4-2-2. POPULATION DENSITY OF URBAN AREAS

The area assigned to the urban and built-up class for cities in the
TARCOG region should bear a constant ratio to their populations, insofar as the
type of housing and the proportion of commercial and industrial development
remain constant. The built-up areas of eleven cities in the TARCOG region were
determined by counting the pixels assigned to the urban category within a rec-
tangular region encompassing each city. The populations used were the published
values for the 1970 census. The populations, areas, and population densities are
given in Table 9. The pixel counts given were obtained from a geometrically
corrected image in which each pixel represented an area of 57 m x 57 m. The
populations vs. area are shown plotted in Figure 43. The solid line in the figure
is a least squares fit of a linear function. The equation of fit is

p = 1312.8 A -974.4
where p is the population and A is the area in square kilometers.

A previous study [14 of forty urban areas in the Tennessee River Valley
using aerial photography yielded the following fit equations for the years 1953 and
1963, respectively:

1778.3 A - 549.4
1118.7 A - 2928.4

p
p

Il

The slope of the fit curve reported in this study falls between these two values.
Thus it appears that reasonably consistent results are obtained using computer
classified satellite imagery and manually interpreted aerial photography. The
average ratio obtained from the three fits is 1403 persons per square kilometer.
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Table 9.

Population Data For TARCOG Cities

91

N — e
Area Poy

City Population pixels km?2 Det
(57 m2) Poy

Huntsville 137802 31267 101.59 135
Decatur 41800 13273 43.12 96
Athens 14360 3583 11.64 123
Cullman 12900 2457 7.98 161
Albertville 9963 2485 8.07 123
Scottsboro 9324 1849 6.01 155
Hartselle 7355 2192 7.12 103
Guntersville 6491 902 2.93 221
Boaz 5621 1551 5.04 111
Arab 4399 1261 4.10 107
Madison 3086 1032 3.35 92
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Figure 43. Population Density of TARCOG Cities
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4-3. GEOGRAPHIC REFERENCING

Twenty-three control points from the 11 areas marked in Figure 35
were used in the geographic referencing solution. Figure 44 shows a UTM grid
superimposed on the region to illustrate the solution. The lines nearly parallel
to the sides of the picture run north-south, while the other grid lines run east-
west, The spacing between grid lines is 10 km in both directions. The heading,
skew, and scale factor distortions are clearly apparent in the figure, as grid
squares appear as parallelograms.

The theoretical transformation matrix, considering heading and skew
effects, was given previously as

B r-sinHO —cosHO ]

1
cos dH |-cos (Hy+dH)  -sin (H0+dH)J
where Hg is the heading angle and dH is the angle of skew.

Evaluating at the center of the scene, latitude 34. 59, the matrix becomes
(using Hg = 10.83% and dH = 3.299)

~0.18816  -0.9838
[o 97141 0. 244

The scale change between the pixel axes and the UTM axes must be taken into
account. The scale in the line count (x) direction is

1

75 = 12.66 pixels/km.,

and in the pixel count (y) direction is

1

—o57 = 17.54 pixels/km.

applying these factors, the matrix becomes
-2.382 ~12.453)
17,042 -4, 2851} .

The empirical matrix from the least squares fit is
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-2.363 -12.271
16.784 -4.231}.
The percentage differences of each element in the theoretical matrix avre
0. 80% 1.49%
-1.54% 1.27%

due to the approximations in the theoretical matrix.
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4-4, GEOMETRIC CORRECTION

The transformation determined by least squares minimization was applied
to the Huntsville area data and the classification maps. The red spectral band
image of the Huntsville area after geometric correction is shown in Figure 45,

A segment of data sized 80 lines by 100 samples containing the Huntsville Madison
County Jetport is shown in Figure 46. Cubic convolution was used, and the scale
was chosen to obtain magnification of the image. The axis labels are kilometers
in the UTM system. The geometrically corrected four class map with UTM grid
superimposed is shown in Figure 47. A land use map of urban and built-up areas
as shown in Figure 48 reveals the locations of cities and major roads and airports.
The results may also be tabulated in terms of UTM cells of various sizes, as is
illustrated in Figure 49.
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Geometrically Corrected.

Red Band Coverage of Huntsville Region,

e 45,

Figur
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Figure 46. Coverage of Huntsville-Madison County Jetport,
Geometrically Corrected and Magnified by Cubic

Interpolation.
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AAND_USE CLASSIFICATION SUMKARY

Figure 49.

Classification summary of a 10 km. by 10 km. UTM cell.
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CONTENTS OF 10 KM BY 10 KM UTM CELL WITH SOUTHWEST CORNER ( 560+ 376C.}
“URBAR Ta4.114 PERCENT -
B i TTTTTTTTTTTT T AGRICULTURE 230315 PERCENT "—"“'“";
oo Tt T " FCREST T1.917 PERCENT T T
_WATER 0.653 PERCENT

e TTRTITTTTT TSYATISTICS BASED ON ANALYSIS OF 7656 SAMPLES '"—“‘"""""“"_T"'__“'*'"'“T“”

- T ) " BREAKDOWN BY 1 KM SQUARE CELLS ot Tmrmm o T

- e ... . PERCENTAGE OCCUPANCY . e e e e

CLURBAN 240 28 0.0 ___ loh.._._. 1.1 ___ 0.0 3.1 lad 4.2 led___
AGRICULTURE 1.4 1i.1 3.1 23.6 59.7 16.7 25.0 20.8 38.9 15.3
FOREST 95.8 86.1 96.9 75.0 29.2 . 83.3 . 11.9 16.4 56.9 83.3
WATER 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.4 0.0 €.0
URRAN 1.2 1.2 8.3 8.6 1.2 0.0 0.0 6.0 6.0  C.0
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4-4-1 EFFECT OF RESAMPLING ON CLASSIFICATION

The uncorrected ERTS MSS data, while good for visual identification of
gross ground features, require geometric corrections for comparison with stan-
dard maps and images from other sensors. Exact resampling can be performed
using sinc functions (under the assumption of band-limitedness of the data), but
practical considerations require approximate interpolation to produce the radio-
metric values in the geometrically corrected images. Two approaches can be
used to study the radiometric fidelity of such images. The errors relative to
sin(x)/x function interpolation are studied or the effects of interpolation on the
performance of classifier are experimentally evaluated. It is seen that the over-
all class occupancy statistics change only slightly, but the point-by-point differences
between the classifications of corrected and uncorrected data are noticeable.

In order to study the effect of resampling for geometric correction on
classification accuracy, it is necessary to compare the classifications before and
after geometric correction with the ground truth. With supervised classification,
however, the actual classifications depend on the choice of training samples.
Therefore, to have a uniform basis for comparing the classification performance,
it is desirable to use the same set of training samples for the "before'' and "after"
classifications.

Several types of before-and-after comparisons can be made. The ground
truth is difficult to gather and convert into machine-readable format for areas
large enough to be statistically significant. Therefore, the classification map of
the uncorrected data based on training samples chosen as accurately as possible
is chosen as a standard. When this classification map is geometrically corrected
using the nearest neighbor rule for resampling, the resulting map can be used
for point-by-point comparison with the classification of geometrically corrected
data. This map can be compared with the classification maps obtained when
geometric correction is made using linear or cubic interpolation and the training
is performed using samples from the uncorrected image or the corresponding
locations in the corrected image, While such comparisons do not show which
type of classification is the most accurate, they do indicate whether the effect of
geometric correction is significant.

One such study was made on a 500x 500 pixel four-band Landsat image
of a region containing Huntsville, Alabama. A map showing four land use classes
(urban, agriculture, forest, water) was obtained using a sequential linear classi-
fier whose discriminant hyperplanes were obtained by training on the raw data
samples from each of these classes. The classification map was geometrically
corrected for the heading angle and earth rotation effects using nearest neighbor
values after resampling. Also, the four bands were individually corrected using
the same correction transformation, but using linear and cubic interpolation
rules. Four classification maps were produced, two with the original training
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samples and two more with trarning samples taken from the geometrically
corrected images. The following abbreviations will be introduced to facilitate
reference to the experimental results.

C = Classification map of the uncorrected data.

NN = Result of geometrically correcting C using nearest neighbor
values.

L/U = Classification map of the geometrically corrected data using
linear interpolation/training samples being from the uncorrected
image.

C/U = Classification map of the geometrically corrected data using
cubic interpolation/training samples being from the uncorrected
image.

L/L = Same as L/U, except that the training samples are from the

corrected image.

C/C = Same as C/U, except that the training samples are from the
corrected image.

The four classes are denoted by

it

Urban

Il

Agriculture

1
2
3 Forest
4

Water

When images are geometrically corrected, in general, they become non-
rectangular with edges not parallel and perpendicular to the scan lines. For
convenience, they are stored in a circumscribing rectangle. Therefore, there
are several points in the corrected images files which do not belong in the images.
These points are indicated by the class number 0.

Tables 10 through 15 indicate the number of occurences of each of the
classes 0 through 4 in the various classification maps. It can be seen that there
is no significant change in the percentage occupancy of each of the classes (1
through 4).

The point-by-point differences between the classification maps can be
summarized in various ways. Let D(X,Y) denote the 5x5 matrix whose ijth ele-
ment consists of the number of occurrences of the ith class in image X and jth
class in image Y at the same location. Then, the matrices of the NN corrected
classification vs. classifications of corrected data are shown in Tables 16-19.
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Table 10. Class Occupancy in C

Number of

Per .

Class Samples ercentage
Urban 28475 11.39
Agriculture 111196 44.48
Forest 104978 41.99
Water 5351 2.14

Table 11. Class Occupancy in NN
Class Number of Percentage
Samples
Urban 40559 11.43
Agriculture 157644 44.42
Forest 149089 42.01
Water 7609 2.14
Table 12. Class Occupancy in L/U
Class Number of Percentage
Samples

Urban 37781 10.65
Agriculture 165926 46.75
Forest 144186 40.63
Water 7008 1.97
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Table 13. Class Occupancy in L/L

Class Nél;ijgli:f ‘ Percentage
Urban 35825 10.09
Agriculture 166760 46.99
Forest 144043 40.59
Water 8273 2.33

Table 14. Class Occupancy in C/U

Class Nlér;;irl‘ezf Percentage
Urban 40200 11.33
Agriculture 158971 44.79
Forest 148011 41.70
Water 7719 2.17

Table 15, Class Occupancy of C /C

Class N;;?;O;lzsf Percentage
Urban 38383 10.82
Agriculture 160465 45.21
Forest 147489 41.56
Water 8564 2.41
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Tahle 16, Matrix D(NN, L /U)

Class in NN

Class in L,U

0 1 2 3 4
0 164243 0 0 0 0
1 0 33656 6808 14 81
2 0 3837 146598 7133 76
3 0 52 12357 136420 260
4 0 236 163 619 6591

Table 17. Matrix D(NN, L/C)
. Class in L /C

Class in NN 0 1 5 3 a

0 164243 0 0 0 0
1 0 32580 7764 16 199
2 0 3081 146497 7889 177
3 0 35 12366 135757 931
4 0 129 133 381 6966
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Table 18. Matrix D(NN, C/U)

Class in NN

Class in C/U

0 1 2 3 4
0 164243 0 0 0 0
1 0 34463 5884 40 172
2 0 5489 141718 10295 142
3 0 90 11234 137197 568
4 0 158 135 479 6837
Table 19, Matrix D(NN, C/C)
. Class in C/C
C1 NN
ass in 5 1 s 3 :
0 164243 0 0 0 0
1 0 33647 6654 37 221
2 0 4552 142420 10477 195
3 0 75 11265 136650 1099
4 0 109 126 325 7049
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Note that in these matrices the off-diagonal elements are generally much smaller
than the corresponding diagonal elements. Also, the ijth‘ and jith elements are of
the same order for all i and j. This accounts for the smallness in the percentage
differences in class occupancies between the classification maps.

The differences between NN and L /U or C/U are caused solely by the
interpolation process since the training samples used are identical and hence
the discriminant hyperplanes are also identical. The dependence of the classi-
fications in L/U or C/U on interpolation can be illustrated as follows. The fea-
ture vector at any point A in the geometrically corrected image is obtained by
interpolation from 4 (or 16) feature vectors in the uncorrected image at the points
on a 2x2 (or 4x4) array surrounding the point corresponding to A. The feature
vectors participating in interpolation may not all be in one class. The classes
that do enter into interpolation can be found by applying the geometric correction
to the classification map and, instead of using any type of interpolation, generating
a unique number indicative of the class combinations in the 2x2 (or 4x4) array.
A matrix of the type shown in Tables 16 through 19 can be obtained for each sub-
set of points in the image having a given class combination. Such matrices are
shown for all class combinations possible showing differences between NN and
L/U in Table 20. In this table the class combination (n1 n, n n4) indicates
that n; feature vectors from class i entered into interpolation. The ''nearest
neighbor' is the value in NN, The table, then, consists of the number of points
with interpolation class combination (nq n, ng ny) and NN value i that got
classified as j in L/U. Thus, it can be seen that there were a total of 30,391
points at which the class combination (0 2 2 0) occurred (i.e., interpolation
was between two samples each of agriculture and forest) and 2483 of them were
classified into the forest class, even though the nearest neighbors were in the
agriculture class. Some general observations can be made from this table.

i) When only one class enters into interpolation, all but a
negligible percentage of points in L /U fall into that class.

(ii) When two classes enter into interpolation, a significant
portion of points in L /U might belong to classes other than
the two classes involved (e.g., (2 0 2 0), (0 2 0 2) and
(0 0 2 2)).

(iii) When more than one class enters into interpolation, the
nearest neighbors tend to dominate the classifications in L/U.

These empirical conclusions are easily justified from theoretical con-
siderations. For, a feature vector q in the geometrically corrected image

using linear interpolation is obtained by

q=(ap; T @-0a)py)p+ (apg+ (1 -a)py) (1-4)
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where Py, Pg, Pg, Py are feature vectors in the uncorrected image and «, B are
constants between 0 and 1. The vectors py, pg, P, Py are classified using the
rule

"Agsign p to class k iff (d'>\ p+d0>\)< 0 for A<k and (dl'<p+d0k)> o

where d)\ is a vector and dy, is a scalar defining discriminants for each A. Now
if p; and py are assigned to classes i and j, it is easy to see that ap;+ (1 - a)p;
cannot be assigned to any class number less than Min(, j). Also, if p; and pg are
assigned to a class i, it is found that the discriminant conditiong for class i are
satisfied by ap; + (1 - @) ) also.

In producing C, NN and L/U, the order of testing discriminant functions
was water, forest, agriculture and urban. Remembering this and examining
Table 20, the above theoretical conclusions are confirmed (except for a few
anomalies caused, possibly, by round-off errors).

In conclusion, the overall statistics of class occupancy are only negligibly
affected by geometric correction. But the effects on a pixel-by-pixel level are
noticeable and the differences between the classifications of corrected and uncor-
rected data tend to compensate such that the overall class occupancies stay
approximately the same. Some pecularities may be introduced by interpolation
such as obtaining an urban pixel from samples which were classified as forest
and water in the uncorrected image. The correct classifications in those cases
can only be found by comparison with the ground truth for those locations. Almost
all the differences occur at locations where more than one class is involved in
interpolation. It is precisely at these points that the raw data from the spacecraft
would consist of mixtures of reflectances from different classes. Therefore, it
might well be that if the radiometric values at the resampled coordinate locations
are estimated accurately (as with a sinc function or cubic convolution) then the
resulting classifications would be more accurate than those obtained in NN,
Further tests along these lines (other than ground truth surveys) could be made
using mixture proportion estimation methods [18, 19] .
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4-5. SUPERPOSITION OF BOUNDARIES

The final step in the generation of the TARCOG land use map was the
superposition of the county boundaries, as shown in Figure 25, after geometric
correction to UTM coordinates. The complete seven class land use map is
shown in Figure 50,

Using these county boundaries, it was determined, for example, that

the forest area in Madison County covers 590 square kilometers or 146 thousand
acres,

114



c
50
40
90
8¢
2%
(34
50

80
o0
-1
S
20
ROT-
Q0

"30

‘10

*00

1]

70

W FOREST -~
W HATER

S0

o
AGRICULTURE
PASTURE

SEENER BARREN

20

i
i

00

|
30

N LETLAND .

| e
80
sy URBAN

~70

70

b0
. ‘60

50 7
Lo

)
70
[

“gg -
4o
30
20
10
o0

K]
<

115

Seven class TARCOG land use map with UTM grids and county boundaries superimposed.

Figure 50,



V. COMPUTER PROGRAM DOCUMENTATION

5-1. PRELIMINARY DATA HANDLING

1.

NAME
ERTXTM
PURPOSE

Extraction and reformatting of a desired rectangular region from four files
(corresponding to the four strips) of Landsat data on CCT's. The desired
region is specified in terms of latitude and longitude or pixel coordinates.

CALLING SEQUENCE

This is a main program. If is currently on a partitioned data set as an
executable module.

INPUT-OUTPUT
4.1 Input

The following input parameters should be supplied in data cards
according to the formats and read statements indicated below.

READ 500, JFLG,KFLG

READ 500, NBDS, (IBDS(I), I=1, NBDS)

READ 820, FVECT, BANDS, HIST

IFJFLG, EQ.0)READ 500, IRI, IRF, ICL, ICF

IF(JFLG.GT, 0)READ 600, RLATI, RLATF, RLNGI, RLNGF
500 TFORMAT (12I6)
600 FORMAT(6F12.3)
820 FORMAT(3L6)

where
JFLG, KFLG are 'task-indicator" flags.

JFLG=0 indicates that the region is specified by pixel coordinates and
should be extracted.

JEFLG=1 indicates that the region is specified by geographic coordinates,
the corresponding pixel coordinates are to be found and printed, but
the region should not be extracted.

JFLG=2 indicates that the region is specified by geographic coordinates,
the corresponding pixel coordinates are to be found and printed, and
the region should be extracted.
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KFLG=0(1) indicates that while extracting, the '"synthetic" pixels
(which are extra pixels added to adjust the line length) should not
(should) be suppressed.

NBDS = number of bands (<4) to be extracted.

IBDS = band numbers (the order specified will dictate the order in
which the components in the feature vectors and the individual band
files are arranged).

FVECT, BANDS, HIST are logical variables which should be . TRUE.
to indicate that a feature vector file, individual band files, and
histograms of individual bands (respectively) are desired. Histograms
are produced only when BANDS. AND. HIST = .TRUE..

IRI, IRF, ICI, ICF are initial and final rows and initial and final
columns respectively of the region to be extracted.

RLATI, RLATF, RLNGI, RLNGF are initial and final latitude and
initial and final longitude of the region of interest. They should be
supplied in degrees (not degrees and minutes, but decimal degrees).
Northern latitudes and Eastern longitudes are considered positive.

The data from the Landsat CCT's should be on four separate data
sets which can be "OPEN" at the same time. The DDNAMES for
these data sets should be TAPEiF0l withi=1, 2, 3, 4 in order

to be compatible with the non-FORTRAN read routine READNL. If
the four strips of data are on the same tape, each strip should be
copied to a separate tape (or disk file) before using this program.

Output

The output of this program will consist of printout of the coordinates
requested (as illustrated in the attached example) and, depending on
FVECT and BANDS, a file of feature vectors and NBDS files of
individual band images. These files will be written as unformatted
FORTRAN records. The number of records = IRF - IRI + 1 in the
feature vector file and IRT - IRI + 2 in the individual band files. The
first record in the individual band files consists of NREC, NEL where
NREC =IRF - IRI + 1 and NEL = ICF - ICI + 1 where IRI, IRF, ICI,
ICF are the values supplied when JFLG=0 or computed from RLATI,
RLATYF, RLNGI, RLNGF when JFLG=2. When KFLG=1, NEL is the
number of pixels in the shortest record after synthetic pixel removal.
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4.3

The data in the output files are in bytes. Thus, each record of the
feature vector file consists of NEL * NBDS bytes, with NBDS bytes
per pixel. Each record of the individual band file consists of NEL

bytes.
File Storage

This program requires a direct access work space of 9360 * 3240
bytes (on logical unit 90) to be able to handle the four-band separation
for a full (2340 by 3240) frame. This can, however, be reduced when
smaller regions are to be extracted. A convenient way to avoid
excessive demand on direct access space is to have the DEFINE FILE
statement

DEFINE FILE 90 (9360,3240, L, IAYV)

provide for the maximum space, but use a DD card for unit 90 with
the SPACE parameter

SPACE = (3240, (585, 585))

EXTITS

Not applicable.

USAGE

The program is in FORTRAN IV and implemented on the IBM 360 using
the H compiler. The program, in its executable form, is in the users'

library.
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7'

EXTERNAL INTERFACES

This program calls several routines.

following table.

The linkage is indicated in the

Calling Program

Programs Called

ERTXTM

STRTMR
PET
READNL
SVSCI
TIKBIN
SCLREL
GEOPIX
ERTXT6
ERTXTT7
PRTHST

IDIGIT

SCLREL

ENDS
CROSS

ERTXTS

READNL
ERTXT3
ERTXT4
DAWN
SAWN

ERTXT6

SVSCI
LRHSTG

ERTXTY7

READNL
LINFIX
ERTXTS
SAWN
ERTXTY




PERFORMANCE SPECIFICATIONS
8.1 Storage

The program is 34844 bytes long, but including external references
required and the buffers, this program needs 128K bytes of storage.

8.2 Execution Time

The execution time depends on the size of the image to be extracted.
With FVECT = BANDS = HIST = .TRUE., a 1200 x 1200 region can
be processed by this program in approximately 4-1/2 minutes.

8.3 I/0 Load

None except as specified by Section 4.
8.4 Restrictions

None
METHOD

The program reads the ID and annotation records, finds the number of
pixels per record (called the adjusted line length) and prints the exposure
date and time and the scene ID. If JFLG=0, the pixel coordinates are

read from a card. Otherwise, the routines CTRBIN, TIKBIN, and SCLREL
are used to determine a transformation matrix A and the skew angle (due to
earth's rotation) using the information about center latitude and longitude
and the tick mark locations from the annotation record. The geographic
coordinates bounding the region of interest are read from a data card and
converted pixel coordinate bounds using GEOPIX. If the pixel coordinates
exceed the limits (i.e., if IRI < 1, IRF > 2340, ICI < lor ICF > ad-
justed line length), they are changed to the nearest limits. Ii the synthetic
pixel removal flag KFLG is 0, then the region bounded by IRI, IRF, ICI,
ICF is extracted using the routine ERTXT5. If KFLG=1, the region is
extracted using ERTXT7 which also removes synthetic pixels. When
ERTXTS5 is used the number of pixels per line of output is ICF - ICI + 1.
When ERTXTY7 is used there will be fewer pixels per line, the number
being computed and printed by the program.

Other than this, there are no external differences between ERTXT5 and
ERTXT7. If FVECT =.TRUE., both routines write a feature vector file
on unit NTPTV (=13). If BANDS = .TRUE., the individual bands are
separated and written on the direert access unit 90. The order in which

120



10.

11.

12,

the bands (and components of the feature vectors) are written is dictated
by IBDS. If BANDS =.TRUE., the routine ERTXTS6 is used to read the
individual bands from the direct access file and write as separate files
on unit 13. If, in addition, HIST = .TRUE., the histograms of the indi-
vidual bands are found by ERTXT6 and printed by the routine PRTHST.

COMMENTS

The details of the subroutines are omitied here. The methods used in
most of the routines are quite straightforward and are apparent from the
listings. The routine SCLREL uses some simple concepts from elementary
geometry. A useful modification to this program (ERTXTM) would be fo
include specification of geographic coordinates of the vertices of a more
general polygon instead of RLATI, RLAT¥, RLNGI, RLNGF. As itis,
the program extracts a rectangle with sides parallel and perpendicular to
the scan lines containing the given rectangle and, in some cases, may
yield too large a region. The only routine to be changed to include this
generalization is GEOPIX.

LISTINGS
The listings of the program are attached at the end.
TESTS

The program has been tested, used for the extraction of various Landsat
data sets with all the options available, and found to operate satisfactorily.
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!

MAIN PRIGRAM .... ERTXTM seee

Pon

DIMENSION RLUC(644) yRLTLNGI644) s IFLGI6,4)LTLNG(S,4)

¢ $FLGs1:  COMPUTE REGION T BE EXTRACTED., DO NOT EXTRACT _
C JFLG=0 N3 COMPUTATION OF REGIUN TO BE EXTRACTED. EXTRACT GIVEN
_ £ REGION
C JFLG=2: CDHPUTE REGILN TO BE EXTRACTED AND EXTRACT.
C ) 5
C TIC PIXEL REMOVAL.

— ¢ _IF(BANDS) EXTRACT INDIVIDUAL BANDS QN NTAPQ, =
IF(FVECT) EXTRACT FEATURE VECTORS ON NTPFV.

IF{BANDS.AND.HIST) FIND AND PRINT HISTOGRAMS OF INDIVIDUAL 3ANDS
IN ADOITIUN T3 EXIRACTING THE BANDS.

NB=NUMBER OF BANDS TOJ BE SEPARATED AND/OR FGRMED INTO A F. V.
I8DS IS THE ARRAY SPECIFYING THE QORDER IN WHICH F, V., COMPUNENTS
SHD. UCCuUR AND/OR THE FILES OF BANDS SHD. BE ARRANGED CN NTAPO.

NOTE* %% THE FJLLOWING DIMENSIONS SHD BE CHECKED W. R., T, THE IMAGE
SI2E TO BE EXTRACTED :
CIMENSION IBDS{4)

DIMENSION NSAMPS(4)

LOGICAL*1 IX{13200),1Y(13200)
CIMENSION IH(256,4)

INTEGER=*2 [2(20)

DIMENSION A(2,2)

LOGICAL#*1 HIST

o COLICA EcT
COMMUN/GEDLIM/RLATI yRLATF ,RLNGI ,RLNGF
COMMUNZCHNTRELCTIATLCTLONG WCNTIRX LCNTRY
COMMON/COORD/IRIZIRFHICI,,ICF

COMMOGN/DSKIQ/NRWID,NBYTQD

DATA NTAPO.NTPFV/13,13/

DEEINE FI.E 90{9360,4240,L,1AV30)

NRW90=9360

MBYTGC=3240

READ 500y JFLGWKFLG

WRITE(6,800)JELG,KELG

READ 500 NBDS, (IBDS(I).I- +NBDS)
nR4J£4e+34QJhéQ5+L4BQ5LLL+L;L+&3&$L_—____________________;_______
READ 820.FVECTBAMDS,HIST
wRITEL6 483 IFVECTLBANDS SJHIST .

[aEalaEaEaEakrEeXp XAl

. C
— =L —EIND NUMBER OF PIXELS IBIXT PER RECORD
C
CALL STRTHR
CALL PET(0)
CALL READML{IZ,IENDLLRECL 1)

LRECL 2=LRECL/2
CNTRX=117C.5
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NPIXS=IPIXT/&
CNTRY=FIOAT(IPIXT) /2. 4.5

CALL READNL{IX,IENDLRFECT 1)

WRITE(6,400) .

WRITEL6,11000IX(1)s1=1,7) _ L

ARITE(6,120){IX(1),1=107,111)

HBIIE(6,13DHIZ||1,| 1,6) S

IF(JFLG.NE.D)GO TO 20
READ 500, IRILIRFLICI,LICF
WRITE(6+500)IRI,IRF,ICI,ICF
GO T 40

an CONTINUE

READ ANNOTATIUN RFECORD

FIMD LATITUDE AND LONGYTUDF OF FEORMAT CFENTFER

CALL CYRAINLIX({1Y),CTIAT,CTIONG) N

— CIND TICK MARK COORDINATES . : - — —

=1
K=1
CALE SVSCI(RIQOC 2440, ) e
CALL SVSCI(RLTLNG,24,0C.)
o CcAll SVSCI(IFLGa26,.0) _ . _ — S ) e e
CALL SVSCI{LTLNG,y24,7)
DN 20 I=3858,615,10 R —
CALL TIKBIN(IX(I) yRLOAC(IJI oK) 4RLTLNG(IZK) B IFLG(J,K) LTLNG(I,K))
= ]+1
IF{J.LELHBYIGD T3 2D
J=1 ) — e . - e
K=K+1
20 CONTINUE -
WRITE(6,100)CNTRX,CNTRY
ARITE{AL,2001CTI AT .CTH CGNG
WARITE(6,4,1004)
— WRITE{6,10208) . .. — S — - —
DD 35 I=1,56
o235 WRITE(H64300I(RLOCHTI o J) oL TINGIT o d) #sRLTING(T 4 J) o d=24%)

C
C EIND SATELLITE HEADING (CHARACTERS 70 ,71,72) —_
C

o HEADNG=IDIGETLIXUTZ0Y,3)
C

. C_ __ COMPUTE TRANSFORMATION _MATRIX A AMD TANGENT T OF SKEW ANGLFE DJFE _
C T3 EARTH'S ROTATIUN.,
L . s e e eim —— — N

CALL SCLQCLRL'J(‘ QLTLTG LTLNG,H AD'\JG;A T)

S S S, e e o e o —
C DETERMINE PIXEL CNDRNDINATES 7F THF FOUR C')R*'FRS NE THE RECTANGULAR
= AREA SPECIFIED IN TERMS NF LATTITUDNES AND LDNGITUDFES. .. .

C HENCE FIND LIMITS NF A&RFA TN BF EYTRACTFN(ICILICF,IRI, IRF)




 ————— T i w12 2 —— —

S READ. 600, . 2LATI,RLATE,RINGT ,RUNGE _ e
WRITE (64600)RLATI ,RLATF,RLNGI ,RLNGF
e CALL GEORIX(A,T42340. ,FLOAT(IPIXT)) — . -
40 CONTINUE
e WRITEL6,700)IRI,IRELICLICF . _
c

IF{1 tF _TRT AND JRFE LE.23L0 AND. 1 LELICI AND ICF . IE.IPIXTIIGO IO &1

IF(IRI 6T.2340.0R.IRF LT, 1. 0R. ICTI.GT.IPIXT.OR, ICF,LTL1)STOP
- IE(IRI LT 1)IRT=0 . S e R
IF{IRF.GT.2340)Y1RF=2340
_— I T NIty —— — — -

IF{ICF.GT.IPIXT)ICF= IPIXT
WRITE(A_701) N S
WRITE (6,700)IRILIRF,ICI,ICF
50 CONTINUE . -
CALL PETI(1)
1F{ IFLG.EQ.1)STNP e , S

C EXYTRACT THF ARFA FROM APPROPRIATE STRIPS AF FRTS DATA TAPFS.

NEL=ICF-T1CI+1] e —
IF{KFLG.EQ. O)CALL FRTXTS(NPTXS X IY NBDS , NEL.TBD§ NSAMPﬁ NSTRP,
BANDS, FVFECT,NTPFV] ———
IF(KFLG EQ.1)CALL FRTXTT7INPIXS,IX,1Y, NBDS;IBDS NELMIN BANDS FVECT
- NTPFV]) . -
IF(KFLG.EQ. 1}NEL=NELMIN
CALY PFTIL1]) _ _ B
IFINSTRP.EQ.O)STOP
IF{FVECT)IEND FILE NTPFYVY e —_ -

IF{.NOT.BANDS)STOP
CALL FRTIYTA{IY NRDSNF| NYAPO,HIST,TH,IRF-TRT+1})_

CALL PET(1)

1F(NOT. HIST)STOP )

DO 60 I=1,NBDS

WRITE(6,1100)IBDSIT) R
60 CALL PRTHST(IH{1,1},2%6)

CALL PET( 1) e - —

sToe
100 ENRMAT(1X,29HPIXEL COCORNDINATYES OF CENTFR={(,F7,121H,,F7, 1,1H)/)

110 FORMAT(* EXPOSURE DATE:'241,1X341,1%X241)
_ 120 FORMAT(? TIME:12A1 127 0081, 10°0)
130 FORMAT( ' SCENE/FRAME 1ID:'6A2)
200 FORMATIAY . 2AHI AT, AND IDNG, OF CENTFR={ ,F8,2,1H,,FR. 2, 1H)Y/ /)
300 FORMAT(4(F18.3,1%X,12,F9.2))
40N EOBMAT(IH]]) ———— S
500 FORMAT(1216) '

_AON FORMATISEF12.3]) oo e _
700 FORMAT(/,5H IRI=,15,5H IRF=,15,5H ICI—.IG SH ICF—,IS)
L _.Lan FORMATL Q4H COMPUTED REGINN EXCFENS THAT AVATI ARLFE (OM THF SUHPPLIED
. FRAME., THE PART EXTRACTED 1S GIVEN BY)
FORMAT(' JFLG='I2 N2 EYTRACTY SPFCIFIFD RFGCIDONS 12 FIND PIXF{ ADD

«RESSES OF REGIUN(GIVEN LAT AND LONG.) s 2: FIND ADDRESSES AND EXTRA
SCTV/Y KEL G012, 0 2 DO NOT REMOVE SYNTHFTIC PIYFI S: 12 REMOVE SYNT

+HETIC PIXELS."')
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810 FORMAT(' NO.OF BANDS TO BE EXTRACTED='12,' BANDS REQUIRED:'412)
820 FORMATI 121 6) .
830 FORMAT(' FEATURE VECTORS REQUIRED? "3/
. ' INDIVIDUAL BAND FILES REQUIRED2%,L &6/
. ' HISTOGRAMS OF BANDS REQUIRED? "n.3) '
1004  _FORMAT (57X ,18HMSS TICK MARK DATA/STX,18(1H#*)///) .
1005 FORMAT (15X,8HTOP EDGE,23X,9HLEFT EDGEH21X, 10HRIGHT EDGE,21X,11HBO

LTIOM FDGF/15X,8(1H®*) 23X, 9(1H*) +21X.,10(1H=*), 21Xo11(1H*)///) ——
1100 FORMAT{1H1,10X,18HHISTOGRAM FOR BAND,I2) _
- END. _._ —_ - e e e
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e e e e SUBROUT INE- PETL L) o s
IF(I.NE.O)IGO TO 10

o e AL T IMERCITIMELY
TTIME=0.

e e WRITEA£4200) - —— .

200 FORMAT{ 10X, 'BEGINNING TIMING=*%# TIME NOW IS O )-
i  RETUR N U

10 CALL TIMER{ITIMEZ2)

e = TIME= L ITINER2=-1T [ME1) /100 -
TTIME=TTIME+TIME

—_— e e JTIME L= I TIME2

WRITE(6,100)TIME, TTINE
100 FIRMATLIOX'TIME ELAPSED SINCE.LAST. PRINTING 0F TIME='E£12.3,..

. 'SEC., TOTAL TIME ELAPSED='r12.3,'SEC."')
R RETURN

END




r
' READNL START O SUBRDUTINF READNL{INBUF ,MEND, LRE(‘L.NTAPI)
- e BC 1B 12018 ) L e en ot e e een e
oc o x'7? '
BC . CL7'READNL . — S
ST™ 14412,12(13)
e BALR 20 e —
USING #*,2 :
Ao 2.3041) ... ... LOAD. ADDRESS .O0F .BUFEER e e -
USING INAREA,3
L Se4f{l)_ . ... . LOAD ADDRFESS OF MEND .. . . ...
L 6+811) LOAD ADDRESS OF LRECL '
L 7,1201) LOAD ADDRESS OF_NTAPT — e e
LR 10,13 1 SET up
LA 13 TSAVE v L. LINKAGE FOR . . | e s e
ST 13,8(0,10) 1 CALLING 0THER
ST —10,4(0,13) 1 _ROUTINES .. . . __._ -
L 12,0(0,7) R12=NTAPI
e SHL L 12,=H0Y _ R12=NTAPY=-Y} __ _ .. .
SLL 12,2 R12=(NTAPT -1} =4
- Ao o124z A(CPNTAR) . R12=ADDRESS CF_CPNTAB#+(NTAPI-1}%4 . __ .
L 12,0(0,12) R12=4DNRESS 0NF NTAPI'TH INDCB
SOPEN. L LG12),LINPUTAY. L LD L o e
LA Iy ENFEXIT
— e ST 9L, EBFADD -
MVC 33(3,12),EN0FADD Y
eermm e BET e L0120 INBUF. . L e e ——
LH 3,82(12)
5T - Bale) — ——— ———
RFTRN L 13,TSAVE+4
—_— e s WM 2412,28013) .. RESTORE REGISTERS.. .
L 14,12(13)
e e e e MVL L 12(13) L, X'FE Y SIGNAL. COMeRLETION CE SUBRCOUTINE .
BCR 15,14 RETURN
e EOFEXLY _ L. 3,=F01° — e : e
ST 3y 0(5) SFT MFND = 1
et e e CLASE L 12)WLEAVE) L ——— e
B RETRN
e OPNTAB DC .. .. (ALINDCB1,.INDCB2,INDCB3,INDCB4,INDRCRS,INDCRG)
e ACINDCBT7,.,IMDCB8,INDCBS)
— DS 4F ___ _ S
INDCB1 DCB DDNAME = TAPEIFOI,DEVD TA DSCRG= PS BUFNQO=2 yMACRF=(GM),
. ERIPT=ACL —_—
INDCR2 DrB8 DONAME=TAPE2FN1,DEVD=TA, DSHPG PSS BUFND=2 ,MACRF= (GN),
e = e e e ne ot e ERORT 2ALLC . R
INDCB3 DCR DDNAME= TAPE’SFOI.DEVD TA DSORG= PS BUFNH 29y MACRF= (GM)v
—~—ERQPT=ACC :
INDCB4 DCR DDNAME = TAPEéFOl,nFVD TA,DSORG=PS, BUFND 2 +MACRF= (GM)v
S P —_——— . FROPT=ACLC - .
YND(‘BS neCA DDNAME= TAPESCV‘I.[‘EVD-TA T)SURG PS BUFND 2 yMACRF= (GHh
e e o EROAPTI=ACL
INDCB6 DCB DDNAME= TAPE6F01.DEVD TA DSORG= PS-BUFMD .2 yMACR F= (GM)'
— EROQRPTI=ACC —_—— e - —
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INDCB7 DCB DDONAME=TAPET7FOl, DEVD=TA'DSURG=PSpBUFND‘Z.HACRF=(GH)p

| FROPTaACE
INDCBS DCB DDNAME=TAPESFO1,DEVD=TA,DSORG=PS ,BUFNO=2 ,MACR F=(GH),
_ERQPT=ACC
INDCB9 DCB DDNAME=TAPE9FO01,DEVD=TA,DSORG=PS , BUFNO=2 ,MACRF= (GM),
EROPT2ACC

COUNT DC CLBB'02030405060708091011121314151617181920'

TSAVE DS D
EGFADD DS 1F

T Aan S A
lnﬂn o R ol = o o

Ko ll)l'l_l

INBUF DS 900F THIS SI1ZE CAN BE CHANGED TO DESIRED VALUE
END_
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. EUNCTION IDICIT L N}

LDGICAL®1 LIN),LW(4)
EQUIVALENCE (IW,LW(1)})

DATA IN/0/
e IFAC=10u(N=1)

J=0
- 50—10—I=1,M

LWay=Lt)
- J=J+MOD (1M, 16)21EAC

IFAC=1FAC/10
— 10  CcONTINUE

IDIGIT=)
RETURN

END

SURROMTINE CTIBRIN(IX,R) 4T ,R{IDNG)

C

- C ___ IO CONVERT CODRDINATES NF FORMAT CENTFR(I AT, AND { ONG.)} OF FRTS

C CCT IMAGE TD BINARY,
_C

t0GICAL=]1 IX{1l4])

LOGICAL=1 15/7°'SY/, 1IW/'W'/
RLAT=IDIGITIIX{2) ,2)+I0IGITCIX{5) ,2)/60

RLONG=IDIGITIIX(9),3)+IDICIT(IX(13),2)/60,
IE(IX(1) . EQ.IS)RLAT==RLAT

IF(IX(B8).EQ.IWIRLONG=-RLONG
RETHRN

END
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<“RRﬂUIlNE_IlKﬂlN1114RLD£48|TlNf IFIG LI TI NG)

I0 CONMVERT (LATTITUDE OR L ONGITUDF OF TICK MARKS T FIDATING Pt

sEaNpNe)

BINARY.

LoGICAL*]1 IX(10)
LOGICAL®1 INGIS,TF L ITYTK] L ITIKD

INTEGER®2 11
LOGICAL®] L MW(2)

EQUIVALENCE (II,LW(1))
DATA 11/0/7

DATA INsTSoIEeIW ITIKI JITIK2/ N 1S, E W, ]*,'=1/
DATA 1273158/78000/

Y ™

EIRST FIND t0OCATICN OF TICK MARK IF ANY,

IFt G=0

IFUIX(3).EQ.ITIK1.OR.IX{3).FQ.ITIK2)IFLG=4
IF(IX(10)  FO  ITIKI1I DR IX{10).FO YTTIK2)ITFIG=23

IF(IFLG.EQ. OJRETURN

IF(IFLG.EQ.0) THERE IS NO TICK MARK CORR. TO VECTOR IX

SUPPLI:

LW{1)=1IX(1)
La(2) =1X(21

RLOC=II/FLOAT(12T015)
IE(IX(IFLG).EFQ.IN)I TLNG=1

IFCIX{IFLG) EQ.IS)ILTLNG=~
TE{IX({TIFLG).FQ.IFIL TING=+2

TFOIXCIFLG) EQ.IWILTLNG=-2
RITING=IDIGITI(IX{TFIG#+#1),3)+IDIGITUIX(IFIG+5),2)/60,

IFILTLNG.LT.OIRLTLNG=-RLTLNG
LTING=TABS(1 TI NG)

RETURN
END




SUBROUTINE SCLREL(IRLOC,RLTINGLTLNG,HEADNG,A,T) —

REAL ITBL
DIHEN44QN"RLD€Lb*hlkaILN646+Al4LILN&1b+444442+-1411.L(ﬁ),
COMMON/CNTRE/CLAT 4CLNG,CNTRX,CNTRY

_ c e
C TO FIND THE TRANSFQRMATIDN MATRIX A AND T, THE TANGENT DF THE SKE
c ANGLE IN THE FILM IMAGE, :
C (LATITUDE ) { X} {CLAT) _
_ __4; _____ { Y = A ).+ 1. U - N
(LDNGITUD ) ty) (CLNG)

—————£—————RLQ£+RLILN£—ARE—ARRA¥S—CUNIALNlNG-ﬁlLH_CDDRDlﬂAIESq GEOGRAPHIC

C COORDINATES AND LATITUDE/LONGITUDE INDICATORS CDORR.TO TICK MARKS.
c LYLNG{TI,J)=1 TF (1,J)°TH TICKMARK IS A LATITUDE AND 2 TF VYT IS A
C LONGITUDE. J=1+2+3,4 FOR TOP, LEFT, RIGHT, AND BOTTOM EDGES OF Ti
— . ——.C — IMAGE ON EILM.. . . e — _
C
CALL ENDS{LYINGLY #1)4642,1T1,1T2) . . o e
CALL ENDS{LTLNG(1,4),6,2,1B1,1B2)
. DTIK=RI OC{IT2,1)=RIDCIIT] ,1}4RLOC(IR2 ,4)=RIOCITIR] &)
NDANG= RLTLVG(ITZ 1)-RLTLNG(IT1.1)+PLTLNG(IBZ,4) RLTLNG(IBI 4)
AL, )=DANGADTEK — o . ————
C
CALL ENDSOLTUING{1,2),6,1,701,112) _ . L
CALL ENDSI{LTLNG{1,+3),s6y1,1IR1,IR2)
DANG=RLTLNGIIL2,2)=-RILTING{I11,2)+RI TI NG{IRZ2,3]) 3|TLﬂQLL&14jJ
DTIK=RLOC(IL2,2)-2L0CIILT,2)+RLAC{IR2,3)-RLOC(IR1,3)
o Al2e2)=DANGSOTIK - - -
A(l'2)=00
N=0 - ——— .
ITBL( 1)=-1./(.5+¢5.5/180.)
_ IRt 4)=1./(.543,25/180.) . _ -
DO 10 I=1,6
L D010 U=1l46,3 e e
IFLLTLNG(I,J).NE.2)}GD TO 10
N=N+1 . ———
A(1,2)=401,2)+{RLTLNG(I J)-CLNG -2a(1, 1)¢RLDC(I'J))*ITBL(J)
10 CONTINUE e
All,2)=A(1,2)/N
S ¢ -
C FIND X COORDINATES OF LEFT AND RIGHT FDGES FOR TICK MARKS.
c _ e e
XL=0.
_ N=0 — - S,
DO 20 1=1,6
_TELLTING( 1,2 NEL2)G0 T0. 20 _ e
YL=XL+(RLTLNG({I 42)=-CLNG-4(1,2)=RLAOC(T,2))
__N=N+1 e — —_— .
20 CONTINUE

IE(NNELO)IXL=XL/ANZALY,1) S

IF(N.FQ.0)XL=.55
- XR =0
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N=0
DA 30 1=1.6 : _
IF(LTLNG(I,3).NE.2)GD TO 30
N=N+1 '
30 CONTINUE e

IF{N.,NE.O)}XR=XR/N/A(1,1)
IE(N.FO.0}XR==_55 —

ITBL(2)=1./XL

*vTYo: 7 2% 1 FAE:)
1INt § 335 o/ KK [,

Al? 1)=0.
po 40 I=1,6
no 40 1=2,3 -
TF(LTLNG(I,J).NE.1)GO TO 40
M=N+1 . - e e =
A{241)=A(2s 1) +(RLTULNGI(I,J)~ CLAT A(?o?)*RLCC(IyJ))*ITBL(J)
40 CONTINUF I —_—
A(2,1)=A(2,1)}/N
__ DFGRAD=ATAN{1.)/45,
H=(HEADNG-180.)*DEGRAD
T=18,/251.%COS{CLAT*DEGRAD) ' o
T=T*COS{HY/{1.-T=SIN(H))
SKEW=ATAN(T)*180, /3,16415962 o
PRINT 100, ((A{T,J)9J=142)91=1,2),SKEN
100 FORMAT(//"'" TRANSFORMATION FROM FIIM COORDINATES TO GEOGRAPHIC COi
DINATES'Y/2{2E15.6) /"' SKEW ANGLE ON FILM='F8.2,' DFGREES')

o PRINT 4(9 — e
400 FORMAT(//' RESIDUALS AT TICK MARKS WHEN TRANSEORMATION IS USED! )

e - , PRINT 500 e
500 FORMAT(/' TOP AND BOTTOM EDGES!')

DO_40 J=1.4.3 N
Y=1./1T8BL{J) ‘

DN 50 I=1,.,6 e e e e
IF(LTLNG(I,J).NE.2)GD TO 70

Y ,_ _ I e e
C Y AND LONGITUDE ARE GIVEN.
[
CALL CROSS(A({142) oA(1,1)4A(2,2)4A02,1),Y,RLTUNGII,J)=CLNGyX,PHI)
o G0 10 75 e o -
70 TF(LTLNG(I,J).NE.1)GO TO S0
S , N -
C Y AND LATITUDE ARE GIVEN,
_C

T CALL CROSS(AL292) sA0291) 9A0192) yA(191),Y,RLTLNG(I yJ)=CLAT,X,PHI)

75 DY=RIOC{T,.,4)-X R - — —
PRINT 600;XvY.QLTLNG(I,J)yPHI RLDC(IvJ)qu

600 _  FORMATI{4F1S.5)° === . . . e _ e e

50 CONTINUE
_60 CONTINUE
PRINT 700

700 FORMATL /' L EFT AND RIGHT EDGES®) ..

NO 8C J=2.,3
X=1./1T81 (1) e S

DN 80 I=1.,6




[ e e

TF(LTLNG{I»J) «NEL.1)GO TO 90

X AND LATITUDE ARE GIVEN.

[REaNal

CALL CRDSS(A(Zvl),l\(Z 2),1\(1,1),1\(1,2),)( RLTLNG(I J)-CLAT,Y,PHI)
6A_T1 95 S )

90 TF(LTLNGI(I, J).NE 2)60 T'] 8’)

C e ¢ it e - — —— _—
C X A4ND LDNGITUDE ARF GIVEN

c e e e

1

CALL CROSS(A(Ls 1) ,A01,2) oA02,1) 1A0292) ¢ XeRLTLNG (T Jd)=CLNG,Y,PHI)
DY=RLOC{I, J)=Y . _ S
PRINT 600,XsYoRLTUNG(I,d) yPHI ,RLOC(T,J),DY
__an- CONTINUE . e e e —_ e e eeem et
RETURN
200 EQRMAT(20X4110) TP B

300 FORMAT{1I0X3F15.5)
END S — e

o]
N
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SUBRGUTINFE ENOS{IY. N, 1,171,121 : $—

c

DIMENSION IX{N)

C

C
s

FIND I1,12,T4E SMALLEST AND LARGEST INDICES I BETWEEN 1 AND N SUCH THA

€ 1X{1)=d. L

I1=0 IF NO SUCH I EXISTS.

11=0
DN..10 I=1,N

IF{IX({I).NELJ)IGD TO 1D
11=1

10

GD TO 20
CONTINUF

.20

RETURN
12=11

TIN=]1+N
DR 30 I=T11,N ) —— —_—

K=11IN-1
IF{IX{KI NELJIGO TO 30

12=K
RETURN

30

CONTINUE
RETURN

END

SUBRIUTINE CRASSTA B, CaD, Y liaYaV¥)

SOLVE FOR Y,V GIVEN ¥X,U.
Uz AX+BY3 VECXEDY

aNalel

Ya (U= A2)}) /B

V=C=X+D=*Y
RETURN .

END
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SUBRAUTINF GEOPIX(A.T XUP,.YUP)

COMMDN/CNTRE/CLAT,CLNG,CNTRX,CNTRY
COMMON/GEQL IM/RLATY .RLATF .RLNGI ;RLNGE_

COMMON/CIORD/IRILIRF,ICI, ICF
DIMENSION Af2,2) : —

DIMENSION B(2,2)
DIMENSION CORN(2.4) -

A

- FIND_INVERSE OF MATRIXY A. .. .. -~

_ DOFT=3(1.11%A412,2)-A{1,2)%A(2,1)

B{1,1)=A(2,2)/DET

__ B{1,2Y==A{1.2V/DFTY

 B(2+1)=-A(2,1)/DET

R12,2)=A(1,1)/DET A

___FIND AND PRINT FIIM CONRDINATES AND PIXEL INCREMENT'S(FRDM CENTER)

OF THE 4 CORNERS OF THE RECTANGLE TD BE EXTRACTED.

CORMN1=1.F10
CORMNZ2=1.F10 o e

CORMX1=-CORMN1

___CORMYX2=<CIRMN1__ e

PRINT 100

DO 10 T=1.4 O O PO

RLAT=RLATI
TF{T.GT.2)RLAT=RLATE ___  __ .

RLAT=RLAT-CLAT
RING=RLNGI —

IF(MOD(I,2).EQ. O)RLNG RLNGF
_RING=RI NG-=CI NG

__ CORNL 2,1)=B(2,1)1=*RING+B(2,2)*RLAT _

CORN{1,1)=B(1,1)*RLNG+B{1, 2) =RLAT

CORN1 =CORN(2,1)={XUP-85)
CORNZ2=(=CORN{1.I)+CORN(2,1)*T)&(YUP-1)

CORMN1=AMINI{CORMNI,CORN1)

__ CORMN2=AMINI(CORMNZ2.CORN2)

CORMY 1=AMAX1{CORMX1,CNRN1)
_ CORMX2=AMAX1{CORMX2.CORN2).

PRINT 200, CGRN(I'I)pCDRN(Z,I).CDRNl CDRNZ;RLAT RLNG

e IRT=CORMNI+CNTRX -

CIRE=CORMXI+CNTRY+1.

ICI=CORMN2+CNTRY

100

ICF=CORMX2+CNTRY+1.

RETURN _ e e J—

FORMATI//' FILM COORDINATES AND PIXEL INCREMENTS(FROM CENTER) OF T
.HF FOUR CORNFRS OF THE RECTANGLE SPECIFIED')_

200

FORMAT{1X4F10.3,10X2F10.3)
END




SUBRJUTINE ERTXTS(NPIXS,[¥X, 1Y, NE NELLIBDS #NSAMPS,NSTRP 48ANDS,
FVECT,NTAPO)
—LNGICAL%®] BANDSL,EVECT

DIMENSION IBDS(NB),ISTRPS(4),NSAMPS{(4)yISAMPI(4),I5AMPF{4)

DL&EMSLQ&—LB&IlIL64+l2RI¥ELAL+L&iIELth+lB¥lEElAJ¥444f

ryYer Twis/snNNYy ‘lvlllcl \
{OGICAL*1 IX{4000),IYINEL,NB)

o IE(BANDS.AND.FVECT) DIN TX{MAXO(4000,NELSNB))

DEFINE FILE QOL{IRF =IRI+1)2NB,NEL,L,TAV)

DEFINE FILE 90(9460D,3240,L,1AV) WORKS FOR ALL ERTS CCT'S WITH LE
“THAN OR- EQUAL TD -2340%3240 PIXELS _—

DEFINE FILE 90(NRWSOC,NBYTO0,L,I1AV)
1E DEFINED EILE SPACE 1S INSUEEJCIEMT, PROGRAM WIii RETURN NSTRP

2XakalsiainkaXnl

COMMON/CIURD/IRT 4IRFLICTICF
COMMON/DSK90/NRWOO,NBYTGN
NSTRP=0 —

ng 10 I=1,4
IF{NP I¥S2(1=1)+) GT . ICE AR NPIXS#*T, T ICI)IGN TO 10

NSTRP =NSTRP*1

- 1STRPS{NSTRP)=] : — — -

10

CONTINUE
PRINT 1200, (ISTRPS{T),1=1,NSTEP) —

200

FORMAT(® CCT STRIPS CONTAINING DNESIRED DATA ARE'4[6)

FIND IF ALLOCATED DISK SPACE IS SUFFICIENT, IF NOT PRINT ERROR
MESSAGE, SET NSTRP=0 AND RETURN, o

1
£
C
€
c

JREC={JIRF=IR[4+1)2NR - e
IFIJRECLLE.NRNID.AND.NEL.LELNBYTON)GD TO 48

PRINT 1000, JREC ,NFL ,NRWOD,NBYTID

1000

FORMAT( /7' INSUFFICIENT FILE ALLOCATION FOR ERTXTS'/
e ' REQUIRED NRWQO= 115/ -~ ) -

REQUIRED NBYTGO='IS/

]
! SUPPLIED NRWQD= '185/
]

. SUPPLIED NRYT90=1'15)
MSTRD;L _ ——
RETURN
48 CONTINUE , -
C
c SK.IP IRI+] RECORDS CON THE NESIRED STRIPS,
c
00-30 I=1,NSTRP S
IRI1=IRI+1
. IE{ISTRPS{I).EQ.1)IRT1=7RI-] U,
IF(IRI1.EQ.0)G60 TN 30
DO H0 IREC=1,IRII : - e
40 CALL READNLUIX,IEND,LRECL,ISTRPS(1))
a0 CONTINUE -
C
c EIND INITIAL AND FINAL SAMPLES TR BF FXTRACTED DN ISTRPSI{I)_FOR
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C [=14,NSTRP,
{ R - e

DO 20 I=1,NSTRP
ISAMP I( 1) =MAYQ[1,ICT~-(TSTRPS(T1)=1}%=NPIXS) _ R,

IPRTYI(I)=MOD{ISAMPI(TI),2)
— e YIBYTEI{1)={ TSAMPI(T1)=1)/2%B+2-IPRTYIL(T) - SN
C

ISAMPE({ I)=MINDINPIXS, TCF-{TSTRPSL I} -V )ENPIXS]) e e

IPRTYF{I)=MDD{ISAMPF(I),2) _

IBYTEF( 1) ={ ISAMPF(1)-1)1/2%3—-TPRIYE(T) +8 e e

NSAMPSIT)=ISAMPF{I)-ISAMPI(I)+]

TE{T.GT 1 INSAMPS({T)=NSAMPS{T)+NSAMPS{TI=1) __ e
n CONTINUE

EXTRACT AND CDOPY DATA ON DISK.

MDY N

JREC=1
D 70 IRFC=IRIL,IRF e e ol e e e i

RFAD DNATA FRIM FACH STRIP AND MNOYE INTD ARRAY Y e e e

ol ale)

DO 80 1=1,NSTRP — e —— — e e e
CALL READNL(IX,IFEND,LRFCL,ISTRPS{I))
TF(RANDS)ICALL FRTIXTI(NBLNFL,IBYTEI,IBYTCF,IPRTY] , 1805, NSAMPS, |
T,IX.,1Y)
e JF(.NOTLBANDSICALY ERIXTHINB,MNELLIAYTFR],IDBYTEE,TR2TYI, I8DS 4NSAXPS, |
[,IX,1Y)
80 COMTINUE e e e
c :
€ AME RECORD HAS BEEM FORMED In ALL THE BANDS. WRITF IT AS N3 RECHRDS
C ON DI SK.
C e . e e i e = et e S et e
IF(.NOTLBANDSIGD TN 130
DO 3129 IB=1,N3 e C el el
CALL DAMN{F0,JREC,IY(1,IB),NEL) i
120 JRFC=JREC*LI - e e
IF(.NOTLFVECT)IGU T4 70 |
LalEL =0 — e e e e e e e e e
DO 50 IEL=1.NEL
DO &0 IB=1eNB i e et e e e
JEL=JEL+1
60 AIXUIRLY= I REL L IBY L e
&N CONTINUE
e CALL SAWNANTAPO L IXL NELENBY . O
GO T3 70
130 CAYY SAMNINTAPO.IY.NEV=MRY) L e
70 CONTINUE
e e e
C END OF LONP ON RECARDS

D S

|

RETURN e e e !

BN e . ‘
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e SUBRUUTINE ERTXT3({NB,NEl ,IBYTET ,IRYTEE,IPRTYV,IRNS,NSAMPS, T,TX, TV
DIMENSION IBYTET(NB),IBYTEF({NB),IPRTYI{NB),IBDS(NB),NSAMPS (NB)
e AGICAL#] IX(1).IV{NEL,NB}

DO 90 IB=1,NB

SUNNICM NI £ 1 G5 4 W 18 Tt BT B B

IRYTEL=IBYTEILI)+(IRDS(IR)=1) 22
IBYTE2=I8YTEF(I) '

IF(T.GT.1)JEL=NSAMPSITI-1)+1

e IF(IPRTYI(II)LEQL. )G TR 100

IY{JEL,IB8)=IX(IBYTE1)
JEL=JEL#]

IBYTEL=T1BYTEL+?

130 COMTINUE

DO 110 IEL=IBYTE1,I1BYTE2,8 '
AVOJEL,I8)=IX(IEL) ]
JEL=JEL +1
....... _ IY{JEL,18)=IX{IEL+1)
110 JEL=JEL+1
90 ___CONTINUE )
RETURN
BN B
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SURRNUTINF FRTXTGLINB.NFL ,IRYTET,1 B!TEF,!PRTYI.[BDS, NSAMPS.T.1X.1Y)

DIMENSION IBYTEI(NB),IBYTEF(NB),IPRTYI(NB),IBDS(NB),NSAMPS{NB)
- 1LOGICAL®Y IX{1),1Y(NR. HF ) :

DO 90 1B=1,NB
o IBYTEF1=sIBRYTEIL(IM+(IRDNS(TIA)-1)%2 ) . . . .
IBYTE2=IBYTEF(I) '
1IF{1.EQ.1))EL =)}
IF(1.GT.1)JEL=NSAHPS]-1)+1
e YF(IPRTYI(I).EQ.1)G0 YO 100
IY(1B,JEL)=IX(IBYTE1)
JEL=JF1 #1 o
| IBYTE1=IBYTE1+7
100 CONTI NUF :
DO 110 IEL=1BYTE1l,IBYTE2,8
— _IY{IB,JEL)=IX(IEL)
JEL=JEL+1 ,
o IYCIRJELI=IX(TEL+1).
110  JEL=JEL+1
=14 ] CONTTNIIF . . L
RETURN '
__ __END




SURRNOUT ] . Ha NRFC)

LDGICAL*I IX(NEL)-HIST
DIMENSION TH{256,NB)

EORM INDIVIDUAL BAND IMAGES BRY READING NATA FROM DISK WRITTEN RY.

ERTXTS. NB FILES OF DUTPUT ARE WRITEEN ON NTAPOD.
HISTACRAMS OF EACH OF THE BANDS IN IH.

IF HIST, GENER

YOOI

— TFIHIST)ICALL SVSCI(IH,256%NB,0)

D0 10 1B=1,NB -
e WRITE{NTAPO)INREC,NEL e }
JREC=18B
N0 20 I1REC=1,.NREC —
READ( 90 "JREC) IX
_ JREC= JREC+NB _ o
TF(HIST)CALL LRHSTG(IXsNEL,IH(1,18))
20 IEINTAPO, GT.O)WRITE(NTAPD)IIYX B
10 IFINTAPO. GT.0)END FILE NTAPO
RETLRN ) ]
END
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— S SURRAUTINF IRHSTG(I X N, THY)

DIMENSION IH(256)

——___ n CAl %1 | Y{N), Q1 W(&LY
FQUIVALENCE(IW,LNW(1))

- . . DATA 1IW/0/

DO 10 I=1,N o B -
L 1dla)=1 ¥{ 1) . e _ —
10 IH(IN +1)=TH{IW+1)}+1
e . RETURN. . __. _ _ e S e
END -
SUBROUTINE DARNLIDEV, IREL 4 X o N) —
LOGICAL%#]1 X(N)
READ(IDEV Y IREC Y X — e — —
RETURN
—_ ENTRY DAWNIIDEV,IREC, ¥ N} — -
WRITE(IDEVIIREC)YX
RETURN e e — —_—
ENTRY SARN(NTAPI,¥X,N)
READINTAR L)X : — - _— -
RETURN
ENTRY SAANINTAPU S XeN) .. .. — — - e
WRITE(NTAPO)X
L RETURN e -
END
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SUBROUTINE ERTXTT(NPIXS,IXsIY,NBDS,IBDS,NELMIN,BANDS,FVECT ,NTPFV)
COMMON/CNORD/IRT ,TRFL,ICT .ICF

LOGICAL#*1 IX({1),1Y(4,1),BANDS,FVECT,SCRMBL

DIMENSION IBNS(4) o —— — _ . I

INTEGER®*2 LLC

INTEGER*2 | LA e L e
SCRMBL=NBDS.NE. 4

ND. 5 I=1.MNRDS _

5 SCRMBL=SCRMBL .0OR. IBDS(I).NE I
IS & e
C DIMENSION IX, 1Y (4%23300)
L1 A=NPT XS24 -
NELMIN=ICF-ICI+]
C
C SKIP TG IRI'TH RECORD OF DATA (NDTF: FIRST 2 RECORDS ARE ID AND
L . ANNQOTATION: THEY ARF ASSUMED TN HAVF BFEN SKIPPFD fIN UNIT 1)
C
— — D 10 I=1,4 . _ e - _
IRT1=IRI+1
_ TF(Y.FO.1)IRT1=17T=1]
IF(IRI1.EQ.N)IGO TO 10
— ng 20 IR=1,IR1I1
20 CALL READNL(IX,IEND,LRECL,I)
—— 10 CONTINUFE U P
C
—_ C _EXTRACT AND RFAR®ANGE DATA FOR THF REGION OF INTERFST,
C
- . NAO 30 JREL=IRI,IRF
C
. L MFRGF DAUBLFE AAND TNTFRIFAVED DPATA,
C

TAD=1 -
DO 80 1=1.,4
—— e . CALL READNI{IX(TAD) ,TFNDLIREC] ,I)
IF{1.EQ.1)CALL VMOVI{IX(LRECL-1),2,LLC)
B0 _ __TAD=TAD# RECL =56 — —
c
C FIND IDFI =N0,. 0OF GFNUINF PIXF1S BETWFEN SYNTHETYC PIXFLS,
C
e IDE L =LY O/ A= L C—B)
CALL LINFIX(IX,IY,LLA,1,TIDEL)

c
c NOW IY HAS LLC FFATURE VECTDRS., FIND COLUMN ADDRFSSES CORRESPONDI
C TR ICTI,ICEL 1T IS ASSUMFD THAT JCIL,ICF REFER TO THE FRAME INCLUDRIJ}
C SYNTHETIC PIXELS).

R SN e e —_
ICIﬂ ICI-(ICI-I)/(IPCL+1)
S _ICFO=ICF=-{ICF=-1)/(IDEY®1) -
NELD=ICF-ICIO+1
NESMIN=MINO(N-T MIN,NELD)
C
e €. _IF(BANDSICALL ERTXTR TT REARKANGE LY INTT BAMDS END WRITE ON DISK.




| IF(.NDT SCRHBL AND FVECT) HRITE FV!S ON NTPFV,
IE{SCRMBL AND EVECT) CALL FERTXYTO TN SCRAMAIF THF FV'S AND HBIIE_DN__NILEH

——IF{BANDS)CALL ERTXTBLIY(1,1CI0),IX,NBDS,IBDS,NELO, IREC=IRT+1)
IF(.NOT.SCRMBL.AND. FVECT)CALL SAWN(NTPFV,IV{1,ICIO),NELD®4)
S.NELO) i

IF{SCRMBL.AND.FVECT)CALL SAWNINTPFV,IX,NELO=NBDS)

— CONTINUE
PRINT 100,NELMIN
0 FORMAT(' NUMBER 0OF PIXELS PER LINE AFTER REMOVAL OF SYNTHETIC PIXFLS
 +LS='I5) '
— RETURN S—
END '
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LINFIX CSECT
= THIS ROUT INF REARRANGFES THF FIGHT BYTE ERYS PIXF! PAIRS IN

& SEPARATE THE ADJACENT PIXELS. THE MAPPING IS
= 12345578 BECOMES 1395724468

USING #=,12
SAVE ([ 14412)0y2
LR 12,15
R 11,13
LA 13, SAVE
ST 11, SAVE+4 . L
ST 13,8(11)

bd

= | OAD PARAMETER LIST
&

LM 246+01(1) FETCH PARAMETER LIST

ST 2.RFE(C1 SAVF ADR NF TNPUT ARRAY

ST 3,LPIX SAVE ADR OF QUTPUT ARRAY

SR 0.0 . e
LH N,0(4) FETCH VALUE CF NPIXLN

ST 0.NPIXLN SAVE valUyE 0OF NPIXIN

L 0,01(5) LOAD LLC SWITCH VALUE

ST D.L1C SAVE {1C 0=FAL SE 1=TRUF

L D,0{6) LNAD INEL PIXEL REPEAT SPACING

5T 0,IDEYL B

% SFT yUp INDICES FOR JNNER LODP

%*

%

L 2.REC1 ADR OF INPUT ARRAY _
L 34LPIX ADR f1IF OQUTPUT ARRAY
SR /Y ZERQO DUT INDEX REGISTER
SR 545 ZERD DUT TRANSITINON REGISTER
L £ =E*3" LOAD INCREMENT REGISTER
L T+NPIXLN SET uUP COMPARAND
StA 7.2 *  MULTIPLY BY & -
5 Ty=F11" *  NOW COMPARAND = NPIXINZz4 =1
SR 8.8 CAOUNTER ~ UP TO REPT, PIXFEL
L 10.=f11? INCREMENT FOR RYH
L 11, IDFEL COMPARAND FQOR BYXH — SPACING
L 9.LLT LOAD LINE LENGTH CORRECTION SWITCH
LTR 3.9 TEST LINE LENGTH CPRRECT SWITCH
BNZ LADJ IF .TRUE. GO TO LINE ADJ CODING

&

* INNER LOOP - MAP BYTES INTO NFW POSITIONS
k-3

TOP IC SeD{4,2) RAND &4 PIYEL LFFT
STC_ 5,0{4.3)
1C Sel{trs2) A RIGHT
STC S5e406,3)
I1C Se214,2) ) LFFT
SIC 5,114,3)
Ic 5¢3(4,2) s RIGHT

5IC S545{4.3) -
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Ic 5.414,2) 6 LEFT
e STC . .54204,3) e i e o ; e e e

IC 5+5(4,2) o) RIGHT
S STC . S by 3 e e

1c 5,6(%92) 7 LEFT
Y T ¥ X

IC 5¢7{4,2) 7 RIGHT
- STC e 3 A ¥ W

BXLE 4,6,T0P

.8 END e e e S

LADJ  BXH 8,10,FIX1  COUNT PIXELS UP T0 IDEL - REPEAT TNTERVAL

_ic 5,0(4,2) e . e

STC 5+0(4,3)
1C Sa204,2)

STC 5+1{(4,3)
_1c 5 4{4,2)

STC  5,2(4,3)
1c 5,604,2)

STC 5+s3(4,3)
PART2 BXH 8,10,E1X%2 . -

IC S5¢1(4,2)

$IC Sl ldy 3y
1C 5+3(4,2)
STIC 5+504,3)
1C 5+5(6,2)
e SIC 566 ¢3) - — e v e i 1 . S e . e 5 3

1C SeT7{4,2)
_STC 54704,3) _ _ - -

BOTTOM BXLE 446,LADJ
8~ END- e e — — - e e -
FIX1 Sk 3,8
S e 3ezEr4Y . _ADJUST CUTPUT POINITER FOR DELETED PIXEL . .
B PART2 PRAOCESS RIGHT PIXEL OF THIS ©AIR

EIX2 SR 3,8 - RFESFT INDEY_ FLR INTERVAL COUNT . . _

S 3,=F 14" RESET OUTPUT POINTFR FMR DELFTEN PIXFL
- B 30TT3M4 - _END _DE GROUP .= L
Fd
—_ Z END DR ROUT INE — e e e e e e enemmeomne o e 2t e ——— . e e -
*
END L 13,SAVE+4 - R

RETURN (14412),TyRC=0
SAVE ns 13F — e

RECI1 DS 1F
LRLYX DS 1 £ e S

NPIXLN DS 1F
LLc ns LE _ . e e

AR

1DEL DS 1F
END _— —




SUBROUT INE ERTXTB(I*,IY.NBDS'IBDS.NEL.IRFC)
LOGICAL*Y IX{ GoNFL)  TY(NFI1)

DIMENSION IBDS({NBDS)
JREC= (IREC-1)=NRNS

DO 10 I=1,NBDS

DO 20 J=1.NEL N

20 IY() =IX{ IBDS(1),4d)
JREC=JREC+1
10 WRITE{90' JREC)ITY
_ RETURN
END

SUBROUT INE ERTXTA(IX,IY,NRBDS,IRDS,NEL)
LOGICALAL. I XL4a NELY LTY(NBDS,NEL)

DIMENSION IBDS(NBDS)

NG 10— 1=1.N38D5 —
DO 10 J=1,NFL

—_— 10 I 1,J)=IXBDS T ) - ———

RETURN
END oo ————

SUBRITUTINE PRTHST{IH,N)

DIMENSTION IH(N)
DO 10 1=

IFLIH(I).EQ.D)GO TO 10
J=1=1 :

WRITE(6,120)J,IH(T)
100 ENRMAT(10X14,18%X17)

10 CONTINUE
RETURN

END
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5-2. COMPUTER CLASSIFICATION
1. NAME
EFFECT — Effective Figure of Merit Feature Selection Criterion
2. PURP(DSE
This subroutine is used to implement a nonparametric feature selection
criterion. The separability of classes of data from the remaining classes is

required in the design of a sequential linear classifier.

3. CALLING SEQUENCE

CALL EFFECT (X, NS, CLASS, MOC, DE, NW1, NN, MM)

X - the array of data samples, with subscripts corresponding to
feature number, class number, and sample number

NS - array containing number of data samples per class

CLASS - array containing class names (8 characters)

MOC - array containing class numbers in separability order

DE - array of interclass and intraclass distances for each feature

NW1 - class counter

NN - number of features

MM - number of classes

4. INPUT/QUTPUT

4,1 Input
All input is via the arguments of the calling statement.
4.2 OQutput
Printed output consists of the values of the normalized figure of
merit for each feature, for each class remaining under consideration. This is
followed by a list of the effective figure of merit for each class, listed in
descending order of merit.

5. EXITS

There are no nonstandard exits.

147



6. USAGE

Computer: IBM 360/65
Language: FORTRAN IV

7. EXTERNAL INTERFACES

7.1 System Subroutines

The subroutine SORTLS is called to arrange the effective figures of
merit in descending order.

8. PERFORMANCE SPECIFICATIONS

8.1 Storage
Code: EFFECT 3072
SORTLS 1684
Total 4756 bytes

8.2 Execution Time

In a typical case of 100 training samples for each of six classes of
four band data, the interclass and intraclass distances (all elements of array DE)
are computed in 9 seconds.

9. METHOD

The interclass and intraclass distances are labeled SUM 1 and SUM 2,
respectively. They are computed for the I-th feature by the formulas:

MM 13- LKK1 LKK2

SUM 1 () = z : 2 : E : § : [X(I I3, LK1) - X(I, 14, LKZ)]
I3=1 I4=1 LKl=1 LK2=1
MM LKK1 LKK2

SUM 2 (I) = Z , 2 : z : |:X(I, I3, LK1) - X(I, I3, LKZ)]
13=1 LK1=1 LK2=1

where MM is the number of classes and LKK1, LKK2 are the number of samples
of the classes I3 and I4, respectively. The sums over sample numbers are the
elements of array DE.
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The normalized figure of merit is given by:

F(I) = SUM 1(I)/SUM 2(I)

The figures of merit for each feature are then combined to give the figure
of merit for the class.
10. COMMENTS

The elements of array DE are computed when the routine is called the
first time (NW1 = 1). On succeeding calls, this calculation is bypassed.
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11. LISTING ' . a

c : :
SURRNUTINF FFFFECT (X, NS, CI1ASS, MOC, DF, NWle NN, MM)

C

C_EFFECTIVE FIGURE (OF MERIT FEATURE SE{ECTION CRITERIQON

C

— DIMENSIDON X{NN MMe1), NS{MM), MOC{MM), DE{MM, MM, NN}, FC{20},
CFM(20)
DOMBLE PRECISION CLASSIMM)
142 FORMAT {'1°'/720X, *EFFECTIVE FIGURES DF MERIT'/20X, 26('*')/17X91617)
143 FORMATY (15 A9,.5X,16F7.4/(19X,16F7.4))
150 FORMAT (/20X,*COMBINED FIGURES OF MERIT1/20X,25('%v})/)
151 FORMAT (121,A10,F14.5) _

C
_ —C cOMPUTFS INTFR-L1 4SS AND INTRA=C] ASS DISTANCFS
c

_HWRITE {6e142) {1, 1=1,NhN)
If (Nwl.NE.1) GO TO 2000
DO 10CS NF1=1,NN
DO 2 l4=1,MM
NC2 = NS(141)
DN 2 I5=1,14
NC3 = NS({IS)
DE(14,15,NF1) = 0.0
DO 3 tK2=1,NC?2
IF {15.EQ.14) NC3 = LK2 - 1
DO 3 1K3=1.N(C3 .
3 DE{IGosI5yNF1) = DE{IG,I5S,NF1) + ABS(X(NF1l,16,LK2) - X(NF1,15,LK3))
2 DE{IS .14 ,NF1) = DE[(J4,1I85 ,NF1)
1005 CONTINUE _
DA 1111 NC=1.,MM
1111 MOCINC) = NC

C .
C COMPUTES THE NORMALIZED FIGURE OF MERIT OF ALL REMAINING PATTERN

_ € CLASSES AINNG EACH OF THE FEATURF DIRECTIONS
c
2000 CONTINUE
DO 1100 J3=NW1,MM
CEM{J3) = 1.0
13 = MOC(J3)
AI3 = NS{T13]
00 3000 I=1,NN
FCMIN = 1.0 £ 50
NST = 0
SLIMT
SUM2

0.0
0.0
I " -

C COMPUTE SUM1 - TOTAL OF INTERCLASS DISTANCES FROM CLASS I3 TO ALL

C RFMAINING C1 ASSFES
C

DO 6 J6=NiWl.MM
IF (J4.EQ.J3) GO TO 6

14 = MOC{J4)

ATG = NS(14)

NST = NST & NS{I4)

SUM1 = SUM1 + DE(I3,14,1)

C_ . :
C COMPUTE SUM2 - TOTAL OF DISTANCES AMONG ALL REMAINING CLASSES,

€ FQUIVALENT T INTRACIASS DISTANCF NF Aft) RFMAINING CI ASSFS CONSIDERED
C AS ONE CLASS 180
c :




— PO 7 J5=Nal,d4 ——
IF (JS.EQ.J3) 60 T3 7
18 = MOC( 1S5}

SUM2 = SUM2 + DE(14,I15,1)
— 7 CONTINUE —— .
c ‘
£ COMPUTE MINIMUM FIGURE OF MERIT FOR INDIVIDUAL CLASSES 13 AND T4

C
Sl = DE(I3,14,1) / (AL3%A14) e
52 = DE(I3,13,1) /7 (413=(4]13~-1,0)) + DE{T4,414,1) / (Al&%{Al4~-1.0))
F = S1 /7 S2 . - - e = e

IF (FLLT.FCMIN) FCMIN = F
6 CONTINUE

ANST = NST e e e e e e N e
SUM1 = SUM1Y1 / (NS{I3)*%NST)
SUM2 = PDE{f3,13,1) J (AT3x(AT3=1,0)) +_ SUM2 / [ANSTH(ANST=1.010) .

FC{I) = FCMIN * SUM1 / SUM2
ECII) = EXP({=1.0/FC(1))

c
—C COMPUTE CEML COMBINED EIGURE DOF MERIT, AND [ORDER BY CEM T(O DETERMINE
€ THE MOST SEPARABLE CLASS
c e —
3000 CFM(43) CFM{J3) = FC(I)
CEMA{J 3) CEM( J3) #% {1.0/NN) —
WRITE (6,143) 13, CLASS(I3), (FCInNF), NF=1,NN)
1100 COHNTINUE v e
CALL SORTLS (CFM, MUC, NW1l, HM)

(@]

PRINT 150

DO 1251 NC1=NaleMM — —
1251 PRINT 151, M3C(NCl), CLASS(MOC(NC1)), CFM(NC1)

CALL SORISL {MOC . MOC. Nhlsl,. MM) U

RETJRN

£END
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12,

TEST RESULTS

[0S L B O S

URBAN
TRANS
AGRIC
DECID
EV GRN
WATER

11
15
21
31
32
61

EFFECTIVE FIGURES OF MERIT
EHRUS KESHUACD B AR OhGL RSB HE

1 2
nN.5182 0.5185
G.6766 0.4914
0.4895 0.4442
N.5884 0,4832
0.7841 0,6479
N.4613 0.5555

3 4
D.6611 0.6613
0.5934 5.5568
0.7357 D.7526
0.4919 N,4551
0.5169 N.4727
0.9139 00,9263

COMBINED FIGURES OF MERIT
EhA GG B GU G AT LGRS A Gk bk S

WATER 61
EVGRN 32
AGRIC 21
URBAN 11
TRANS 15
DECID 31

HN g e
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2.

NAME
SNOPAL — Supervised Nonparametric Learning
PURPOSE

This subroutine is used to derive the coefficients of the linear functions

used in a sequential linear classifier.

3.

CALLING SEQUENCE

CALL SNOPAL (X, NS, CLASS, W, MOC, S, Y, B, NW1, NN, MM,
NN1, MM1)

X - the array of training data, labeled by feature number,
class number, sample number

NS - array containing mumber of data samples per class
CLASS - array containing class names (8 characters)

w - array of coefficients of the linear discriminant functions
MOC - array containing class numbers in order of testing

S -~  double precision array of dimension NNI1 x NN1

Y - work array of length total number of training samples
B - same as Y

Nw1 - class counter

NN - number of features

MM - number of classes

NN1 - NN +1

MM1 - MM-1
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4, INPUT/OUTPUT

4,1 Input
All input is via the calling arguments.
4.2 OQutput

The coefficients are output by the argument "W''. Printed output
is the coefficients and the errors for each iteration of the algorithm.

5.  EXITS
There are no nonstandard exits.
6. USAGE
Computer: IBM 360/65
Language: @ FORTRAN IV

7. EXTERNAL INTERFACES

The subroutine GASINV is called to invert a matrix.

8. PERFORMANCE SPECIFICATIONS

8.1 Storage

SNOPAL 4172
GASINV 1838

Total 6010 bytes
8.2 Execution Time
The execution time for each call in constructing a sequential linear
classifier varies because of variations in the number of iterations required

and the number of training samples. In a typical four-band, six-class problem,
the time spent by this routine approximately 1 minute.
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9. METHOD

The method consists of maximizing the total distance of the training
samples from the discriminant hyperplane, as described by J. C. Ho and
R. L. Rashyap, "A Class of Iterative Procedures for Linear Inequalities, "
J. Siam on Control, 1966.

10. COMMENTS
The algorithm performs a maximum of 100 iterations. Otherwise, for

four-band data, iterations cease when all coefficients change by less than
1 percent.
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©11, IJSTHNG

. SUPERVISED NON-PARAMETRE

[aNaXall

- DIMENSTON X( -
DOUBLE PRECISIDN CLASS(HM). S(NNI NNl)o DEY
AONGICAL TEST
DATA NI /1CO/

L 100 EORM 18,111
101 FDRMAT (/113 AlO lOX 1P7E14 3/(33X 1P7E14.3))
. . 102 FORMAT . 8 ut

«RATIGN ND. vSXo'ERRURS'vIOXv'LINEAR DISCRIHINANT COEFFICIENTS?/
ceaA22.0  OTHERY/) —_— ;

216 FORMAT ('1°'/10X, *ORDERED CLASSES'oZOXo'ELEMENTS OF THE DISC

cemre—s T MECTORY /10X, 1500 %0) ,20X,35(3%4)/)

220 FORMAT (/7X,'TOTAL ERRORS',IS)

INITIALIZE We Yo AND B ARRAYS

IMINAN

xr

fsrih

NW = MOCINWI)
__NSHW NS{NW) [
NW2 = NW1 + 1
. DFILTA = NN/&OD.D
. DD 1112 NFA=1,NNI1
1112 ¥iNW1.NEA) = 0.0
NST2 = 0
DO 1110 NCI1=Nl,.MM
NC = MOC{NC1)
el . NSC = NSINC)
DO 1110 NS1=1,NSC
NST2?2 = NST2 + 1
Y(NST2) =-1.0
~1110_B(NST2) = 1.0
C
.. £__COMPUTF INVERSE OF A(TRANSPOSE) A WHERE "A' IS AUGMENTED MATRIX OF SAMPLE.

nh 130 1=1.NN

DO 130 J=1,NN1

S{1.d3 = Q.0

DO 131 NC1=NwWl,MM

NC = MOC(NC])

NSC = NS(NC)

DG 131 NSi1=1.NSC

Al = X{I.NCyNS1)

] IF (Q.NE.NN1) A1 = A} *X{ J,NC,NST) e
131 S{I,d) = S{I.Jd) + Al

- 130 S(4.1) = S{1..d) SO

S{NN1,ANN1) = NST2

CAtl GASINV (S, NN1., DFT)

C
_C __DDN_NI ITFRATIONS OF THF HO-KASHYAP At GORITHM, UNIESS Atl COFFFICIFENTS
C CHANGE BY LESS THAN DELTA = NN/4 PERCENT

oL _
PRINT lCZ. NN- CLASS(NN)v CLASS(NK)
NO_1040 TNDFX=1.NT : - B
(,_W“_TEST = +TRUE. 156 B 7 A

DO 1101 I=1,NN1
WO = w{NWIL.I) o L




e Db 1 DK=L o Nid- RN et o e e v o i L+ ¢ e o+ oy

e DR 2301 JE e NS e e O S

42 = S(I.NN1)

140 A2 = A2 + b(lp&)*X(l\.fvu,J)

2101 MANMI LI = WINWL,T) o A2FABSIYANI)Y . - -

 MNSCo = NSANC e e e e e

J = NSw
DL 2000 NC =W e MM o e e e e
NC = MOCINCL) '

DO 20GC0 NS1=1,N5C
J = .J_ *_. ._.1_ e e e s et - 0 S VROV

A2 = SUI,NN1)
DR LAY K= NN e e e o s e s =
141 A2 = A2 + 5(1., K)"‘X(r\oNC'NSI)

2000 WiNalel) = nlilel ]l = A2FABSLY(JIY . . . VO

1101 CONTINUE __. e - e e e e,

C

.FALSE.

IF (ABSI#H(NWl I)-=uD).GT.ACSIDELTAFWO)) TEST

COMPUTE NEW ULSCXIMINANT VALUES AND CLASSIEICATION EBRRORS

-
C

MERRYI .0 e et e —- e+ e = —— —

DU 1004 I=1,n54

——— e CIE (YL 6T 00 3LL) = BLIM #2000 L) . . — -—

YOI) = W{nN%1,NAN1)
. DO 114) NEZ2FELawdbo— .. e e —. e

1141 Y(T1) = Y(I) + (il FP)"'X(NFZ NM,I)
e d B AAY LT YAl B2 0 EP“{ 1= NERRL & Lo o e e e e e e

1C0¢ Y{I) = Y(I) - (1)
=._.NSHW e e . ——— P -

NERRZ2 = C
DT 10 0E N lENGa 2 e Mid e e m e e .. [,
NC = MCC(nC])
NSO = NSINCY e et e —-
DN1005 My 1=1,sMN5C
I = _ Y1 _ ¢ 1 _— e i

TF (Y(1).6T."0) 8(1) = 60I) + 2.0%Y(1)
YAI) = WlhpleNield o — — e

345 XL I XL Al NNl WeNEZ)LEXANEZLNCGNST)

1605 Y{I) = =¥{ [} = Bfl} . o S,

C

DL 145 NF2=1,44

TF (Y{I).GT.Na0) NERRZ = NERR2 + 1

—  PRINT 100, IHNDEXs NERRL s NERR2, (W{NWL NFA), NEA=1,NNY)

IF (TEST) GU Tu 1010

1040 CUNTINUE-- . —— e ———— e e
1010 WERR = NFRrR1 + NERRZ '
e PR INT 220, -NERR e e e — ———
C

e LR AN R NE MM L) ETURN S

WRITF (6.216)
Q. 1220 Nasl . add - o -

MC = MOC({NwW)
1220 PRINT 10le NCyeCLASSING) o (w{NU,NFA), NFA=1,NN1) o

PRINT 101, mSC{HM)s CLASSOMOCIMMY))

RETUEN oo . o e e
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12. TEST OUTPUT

L R R E T R - R kB R - b0 - -
= CLASS & DECID 31 =
— —_— F-3- 3B RV FE IV RS RPEEER G
ITERATIDN ND. ERRORS LINEAR DISCRIHINANT COEFFICIENTS
e e - .DECID .31 QOTHER - S
1. 1 el w1.342E=01— ~—-51-159€no@.———-s_-3119i—-o,z———-7--o:Ls{=-0L2-———l+r433£—00--=
2 1 10 -1.825E-01 7.286E-02 -1.107E-01 1.024E-01 5.666E 00
- -3 S 10 - m20065E~01 - Brl20Em02—mly248E=01 1, 176E~01———6,3T4E-DO-——
4 1 10 -2.,286E-01 9.041E-02 -1.349E-01 1.292€-01 6.929E 00
-5 e m e d @ e 2 4BBE=OL - F6B3E=02 — =14 428E~01— 1.379E~01 — 7,313 00—
6 2 10 -2.579E-01 1.026E-01 -1.478E-01 1,433E-01 7.6T6E 00
g T s 2 7. =2 e 6S0E=01 . —1,070E=0Ll - =1,519E=p1 1. 473E=01 7,962 00—
S 8 2 6 -2.793E-01 1.114F-01 -1.562E-01 = 1.516€-01 8.223E 00
e - 9 2. 6 ~2.879E~01 -.-—.1.149E~-01 — — ~1.601E=01  1.555E=01 —  §.453E 00—
10 2 6 -2.958E-01 1.186E-01 -1.643E-01 1.599E-01 8.661E 00 .
11.. -2 6 -3,0326=01 .. . 1.219€E=01 .. _~-1,681E=01_ _ 1,637€=01  8,.8556 00
12 2 5 -3,097€E-01 1.250E-01 -1.720€-01 1.675€-01 9.031E 00
13 2 S m3,158E~01 1, 277E=0) = -1.,755€=01  _ 1.710E=01 9,198 00—
14 2 5 -3,213E-01 1.302E-01 -1.787€E-01 1.740E-01 9,355 00
e 15 2- ‘5 vime =3,265E=01 - . - 1.324E=01 - ~1,817E=01 . 1,767E-01 9,505 00—
16 2 5 -3,314E-01 1.3464E-01 -1.843E-01 1.791€E-01 9.647E 00
SRR i S -2 . 5 ... - =3,361E=01. . 1,363E=01 - -~=1.868E=01 1.813E=01 Q9 T84E 00 —
18 2 5 -3.,405E-01 1.381E-01 -1,892E-D1 1.834E-01 9.913€ 00
o e A G L i @ e S B LhbE=01 1,398E~0l —— =1,914E=01 1 8S4E=01 1. 004E 01
20 2 5 -3,486E-01 1.414E-01 -1.936E-01 1.874E-01 1,015 01
e 2L 20 5 o o m3,523FE=01 . - 1,428E=01- - - ~1.958FE~01 1 .893E=01 1,027 01
22 2 5 -3,559E-01 1.443E-01 -1.979E-01 -  1.913E-01 1.037E 01
e 23 2 AN e »3,593E=01— - 1,457E=0) - =2.000E=0}-—  1,932E=01  1.0486 0}
24 2 4 -3,625E-01 1.47GE-01 -2,020E-01 1.951E-01 1.057€ 01
TDTAL ERRDRS 6




1. NAME
NOPACA — Nonparametric Classification Algorithm
2. PURPOSE

This subroutine has as its purpose the implementation of this method of
classification. '

3. CALLING SEQUENCE

CALL NOPACA (X, NW, W, MOC, NSS, NN, NN1, MM1)

X - array of feature vectors to be classified

Nw - array of class numbers assigned to input feature vectors
w - array of coefficients of the linear discriminant functions
MOC - array containing class numbers in order of testing

NSS - number of feature vectors to be classified

NN - number of spectral bands

NN1 - NN+1

MM1 - number of classes less one

4. INPUT/OUTPUT

4.1 Input
All input is via the items in the calling statement.
4.2 Output
The output is described under CALLING SEQUENCE.
5. EXITS

There are no nonstandard exits.



USAGE

Computer: IBM 360/65
Language: FORTRAN IV

EXTERNAL INTERFACES

None.

PERFORMANCE SPECIFICATIONS

8.1 Storage
792 bytes
8.2 Execution Times

The time required to classify a four-band feature vector is 0.06

millisecond per class present,

9'

METHOD

The unknown feature vector is used to evaluate the discriminant functions

in the order of class separability determined by subroutine EFFECT. The un-
known feature vector is assigned to that class for which the evaluation is positive.

10.

COMMENTS

None.
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(a]

E -

PRE-LEAR

W {

ING

alalala)
[ =

|

DIMENSION

NED LINEAR DISCRIMINANT FUNCTIONS

X{NN NS5}, NWINSS), W{MM1,1), MOC(1)

MM1) . e

=PARAMETRIL CLASSIFICATION OF A STRING 0OF MSS FEATURE VECLTORS

DO 20 NS1=1,NSS |
- DO 1 NWISLMML . S
G = W(NWI,NN1)
- D0 2 NEL=1,.NN — : N
2 6= G+ WINKLNF1) & X{NF1,NS1)
—— 1Ie (G GT.Q.0) GO YO 3 .. - e e ran e e et = e
1 CONTINUE
o NM(NS1) = MOCINM1E1) e
60. T0 20
. 3 NWINS1) = MOCUNH1) B . B
20 CONTINUE
. ReTuew . - R
END
- e I




GEOGRAPHIC REFERENCING
NAME
GEOGREF

PURPOSE

Find a geometric transformation from one coordinate system to
another such that the mean squared error at a given set of control
points is minimized. The transformation is linear, accounting for
rotation, scale change, skew, and translation.

CALLING SEQUENCE

This is a main program. It is currently on a partitioned data set
as an executable module.

INPUT-OUTPUT

4,1 Input

The following input parameters should be supplied in data
cards according to the formats and read statements indicated

below,

1 READ 100,NCP,ICI, ISP, NTRY
IF(NCP. LE, 0)STOP

DO 10 N=1,NCP
N2=N#2
READ 102, X(N2-1), X(N2), Y(N2-1), Y(N2), TITL

10 CONTINUE

GO TO 1
100  FORMAT (416)
102 FORMAT (4D12.0,32A1)

where

NCP=Number of control points (if NCP40, the program stops)
ICI, ISP are special parameters to be used when handling Landsat
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images, with the ground control points' coordinates measured
relative to the image without the synthetic pixels removed and
the transformation required being from the image with no
synthetic pixels., ICI is then equal to the initial pixel number
on the Landsat frame starting from which the region of interest
was extracted and ISP is the number of real pixels between
synthetic pixels, If ISP is specified as zero, this special case
is ignored and no corrections are applied to the coordinates
(Y(N2)). Itis generally more convenient to remove synthetic
pixels in advance and supply ISP=0., NTRY=Number of fits to
be found for the current set of control points using the succes-
sive elimination procedure (See Section 9).

X (N2 -1),X(N2): coordinates of the N'th control point in the re-
ference image (e.g. UTM coordinates)

Y (N2-1), Y(N2): coordinates of N'th control point in the ob-
served image (e. g. Landsat pixel coordinates).

The transformation is found from the X's to the Y's. Note
that the loop starting at statement number 1 indicates that the
program finds transformations for several sets of control
points, until terminated by, say, a blank card while reading
NCP.

TITL: Arbitrary 32 character title.

Output

The output of this program is a printout of the control point
coordinates, the fit parameters found and a table of errors
at all the control points. A typical output is attached at the
end,

File Storage

None.

EXITS

Not applicable.

USAGE

The program is in FORTRAN IV and implemented on the IBM360
using the H compiler. It is in the user's library in its executable form.
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8.

EXTERNAL INTERFACES

The linkage with the subroutines required by this program is
shown in the following table.

— ey

Calling Program

Programs Called

GEOGREF

EHVFIT

B

- I
RSVP

EHVFEFIT
SUBRT

SORT
DPMMV
LNLLS
SUBRT

LNLLS

GAUSS
SUBRT

SORT

MVMRMR

— —

GAUSS

SUBRT
BIORTH

BIORTH

Storage

PERFORMANCE SPECIFICATIONS

e e et o it bt 8 A et e e TP e et o i )

SCLR
DOT

The program is 7688 bytes long, but including external re-
ferences required and the buffers, this program rcquires

62K bytes of storage.
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9.

8.2 Execution Time

Depends on the number of cases to be considered and
NCP,NTRY in each case. With NCP=36 and NTRY=6, this
program fakes approximately four seconds per case.

8.3 1I/O Load
None

8.4 Restrictions
None

METHOD

In the special case of Liandsat data (described in Section 4. 1) the
routine RSVP is first used to modify the coordinates Y(N*2) for N=1,
eee; NCP, The means of both X and Y coordinates over N=1,,,.,
NCP are found and subtracted in order avoid possible inversion

of a matrix with large numbers during the determination of the
transformation,

The routine EHVFIT is used to determine the transformation. This
routine considers a given subset of the control points supplied and,
using the least squares fit program LNLLS R0], finds the goemetric
transformation parameters. The transformation so formed is used
to compute the error at all the control points used for the fit. The
mean and variance of the error are found., The points with error
greater than or equal to the (mean + variance) are included in the
set of points to be eliminated for the next trial,

The main program GEOGREF calls EHVFIT NTRY times. During
the first call the set of points to be eliminated is null, During the
subsequent calls this set is appended with points causing high error

so that with each attempt the RMS error at the fit points is reduced.
After each call to EHVFIT, the set of points used for finding the
transformation, the RMS error at the fit points, the values of the
parameters defining the transformation, a table of errors at all the
control points, the overall RMS error and the set of points to be
omitted next are printed.
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10.

11.

12,

COMMENTS

The details of the subroutines are omitted here. The least squares
fit routine LNLLS is described elsewhere [20].

LISTINGS

TESTS

The program has been tested for several sets of control points.,
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c TO FIND GEOMETRIC TRANSFORMATION NEEDED FOR GEOGRAPHIC REFERENCING

DIMENSIDN W1100), ICDMB({S50), ICOMBO(S50) -
e DQIBLE_ PRECISION NORM, X{100), Y(100), XP({100)., YPU10Q), XQU100),
«Y0{100), w1l (12), GP1{6), TB(H), DX, DY :
LOGICAL =1 YTITL(32)

C
C DN W{23NCP), TCOMBINCPY, ICOMBOINCP)
C DePo X(2%NCP)y Y{2=NCP), XP{2%NCP), YP{2%NCP), XO{2%NCP)}, Y{2%NCP)
C WHERF NCP IS THF MAXIMUM NUMBER OF G, C, P, 'S EXPECTED FOR QONE FIT,

COMMON /MORN/ NORM /PRINV/ INV .

INV=(0 N

RADDEG = 180.0/3.14159265

_1 CONTINUE .

READ 100,NCP,ICI1,15P,NTRY
C
C NCP IS_THE NUMBER OF CONTROL POINTS TQO BE USED IN THE FIT,
c .

IF{NCP.LE.Q)STOP

KRITE(6:101)

XM1=0,

XM2=0.

YM1=0,

YM2=Q,

D0 10 N=1.,NCP

N2=2%N
C
o READ F.N ROW, CQOL .
C

READ 102 X{N2=1)3X{N2) ,Y{N2—~1) ,¥YI{N2},TITL
NEWY=Y{N2)

CALL RSVPINEWY ISP ICT NEWY)

Y(N2)=NEWY '
XMi=XMI+X{N2-1)

XM2=XM2+X{N2)

YMI=YMI+Y (N2=-1)

, YM2=YM2+Y (N 2) , '
PRINT 105,XM1XM2,YM1,YM2
XM1=XM1/NCP
XM2=XM2/NCP
YMI1=YM1/NCP
YM2=YM2/NCP
PRINT 106 4XM1 XM2,Y¥] ,YM?
PRINT 101
DO 15 N=1.NCP
N2=N#»2
X{Ng=1)=X{NZ2=1)~XM]
X{N2)=X{N2)}-XM2
YiN2=1)=Y{N2-1)=YM]




YIN2)=Y{N2)-YM2

T B P

15 PRINT Lﬂ%.N.X(N?—ll.XIN?).VlN?—l).Y(N?l
c ~ B

MCP=NCP
—K=0

NERR=0
DO 1000 KK=1,NIRY

> e m et

NCPK=NCP-K
CALL FHVEIT{K, 1C

ERMEAN, ERVAR, ICOMBO)
IF(NERR,EQ.1)GQ T4 20

—ERROR COMDITIUON == NO [EAST SQUARES FIY,

PRINT_ 106

sTiop

20 CONTINUE . - ' S ,
IE{ERMIN.GT 0. JERMIN=SQRT(ERMIN/NCDK)

DX = 6P1(5) + YM1I - GP1{1)=*XM1l — GP1{(2)*XM2
OV = GP1{E) + YM2 = GPI{3)}&YM] = GPI1{4)ZWM2

WRITE(6+121)INERR
WRITE(A,124)NCPK

WRITE(6,122) (ICGHBG(J), J=1, NCPK)
JRITE[h123) ERMIN, ERMEAN, ERVAR

TR

“RITE(H6,108 ) HTRH
WBRITEL6,107){GRILI),1=144),0X,DY

—WRLTELL L1 )
RMS=0.
Y- e SR R

N2=2%N - .

CALL SUBRT INesX+GP1,H1,TB) ' T
P . N P

CU=Y(N2-1)-TB(1)
DVsY{N2}=T8(2])

SQ=DURE 4DV =D ' =

——RM SR M+ S s —— e

XMAG= SQRT(SQ) . T S
XDIR=RADDEGHATAN2(DV,0U)

— e ——— - &

PRINT 109+ N Y (N~ l)vY(NZ),TB(l),TB(Z)v (MAG YDIR.DU bV =
D --COHTINUE.

RMS=SQRTIRMS/ELOATI(NCEY)Y AP
AR ITE(6,114)EMS : _ N ST S—
WRITE(6,119)K e

IEI{K . NELOIWRITELS,120) (1CBMB(I)0=1,K)

IF(NCP-K.,LE.21G6 TO 1

1000 CONTINUE

6Gd Tu 1 o
c. e I — : S
C FORMAT STATEMENTS.
r - — Y TR T T e - - -
1C0 FGRMAT(1216)
S — 168 S




101 FURMAT('I'.39X.'CDNTRUL PDINTS'/ZBX,'GEDGRAPHIC'.21X,'PIXEL7/28Y,
. e MTNNRNINATE S 18X P CONRDINATE S, b, 50000 -":*“_h____.,‘, 1535
102 FORMAT{4D12.0,32A1) ' (HanD~g LA RE
1{33 FnRMATlIrl‘S 216X, 1pn11 4. el Y.D11. 4).3!561&1)““ .
104 FORMA T.{*QMEANS :OF. INPUT oawmgxgedwfeouawaga
FETHESE MEANS ARFEETRST SUBTRACHFEA 'Y

T e o 2L 1L E
105K 2L IFDRMATH

i57 SUMS OF INPUT @mTA¢A£E"%Ezosg§5§U-
"InA —— FDRMATI " IFAGT QQUARF'{ FIT__N_HTP 'A(.F}*‘II_FN\L!::DE)
107 TUFORMA T/ 7USHTETT PARAMETERS/BHOA(II)
e Pemem E13:8/BHOALZ21)
SHDD Y. ».£1°5, 89" .

- 1C8 . _FﬂRMAT('n NORM '1Pl')11 4) _ L
109  FORMATI(/1X,12,412F10.2,8X)) RTINS PRV TN AL
111 FORMAT(///20X43HCOMPARISON OF OBSERVED: AND: P¥
T " 9X8HOBSERVED, ZOX9HPR£QIGTE@M22X5H%RRGRIB . ;
. 7x1lHCﬂﬂRnINAIE541BX11HCBDRDINATF§ 13X9HMAGNITUDE.

g By ew i v
Twrel S S CEAN LN . A G-

" 2X9HDIRECTTON, VIXTHX™ ERRDR 3X7HY ERRDR) i

1147 EGRMAT(Z/712H RMS” ERRDR -.19511 4)
119 FORMATI 'O NUMAFR NF DATA POINTS TA RE OMITTED NEXT=!d
1207 T FORMAT('0 SET GF POINTS TO BE CHMITTED '/ (1X3014TY™
121 FORMAT('1  LFAST_SQUARFS EIT ACHIEVED, NERR =',I2)ix
122 FORMAT(® SET OF POINTS USED IN CCMPUTING, qHﬁwFJJ PARA@E]jRﬁ"/
I (1X3014)) ORI S ' F 111 S
© 123 FORMAT(//* ERRORS OVER THF SET OF POINTS USEQ,EDR!THE EIT? 7““““”““”““
. ' RMS EkRﬂR:llREll &a.); MEAN ERROR='1PEN: Lg+3+;gLAu -
CTION='1PEll.4,%. ) s RV,
124 FORMAT( ' NUMBER OF POINTS USFD_FOR THE. FITE
"END [ERNE

N R e £ - LR RPN

k3

-
S
EE
iy
5
-
- A r"% S T

LN
r:‘
T - PULNTY STy Bt
T e o - A ; = < T e T A w—‘—'““*m e ma..:s,‘:.A.;;d "H-J SN
e L - i ., . - S - l n_’
CE L RSP 4 an t'A-\_.'I)-oa B d |l
. B _ . R [ [ U T [
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T ERVAR, [cOMBO)
"PERFORN FITS BY ELININATING POINTS WITH WIGH VARIANCE,

! B_THE NEXY CALL OFf FHVEIY, —

< , i
4
SN - F!K;14_£1un_1ut,LL1_A!n“1_s!Li_A1"1u1_2!l!11.1!!1&112;_______T____
_ gg NEXT, IDENTIFY LOCATIONS OF HIGH ERROR &ND STORE YHEIR INDICES IN
1COMB XN PREPARATION FQ
g —

_DIMENSION ICOMB(N) W(2,N),ICOMBOLN)
REAL®8 XU2:N)oYU2NDoXP{2,N) o YP(2sNDoGP(6),T(6),H1(12)

NKsN-K

AT T . -

~ CALL DPHMV(X,XPy2,N¢ICONB,K)

’|Z|N3I:g!!;51
TCALL LNLLS(Wy XPoYP oGP yNERR 16 ¢NK 2 1090 ¢GHLTNe 71

_IF(NERR.NE, LJRETURN

C___FIND MEAN AND VARIANCE OF ERROR.

—ERNEAN=Q
ERVAR =0

DB 50 Jul,NK. P U —
CALL SUIRY(J.XP.GP Wl,T) '
DUsYP(].d)=T(1)

DVsYP(2,d)-T( 2)
ERREDUSS24DY¥®2
XP (T JIsSQRT{ ERR)
__ERVAR=ERVAR+ERR
50 ERMEAN= ERNEANYP (1, J)
ERMEANSERMEAN/NK .

ERR'ERVAR

1F(EkVAa.cr”o:envanssoar(envua)
ERTHRSERMEAN+ERVAR

C
_ € FIND YHE SEY QOF POJNYS TO BE ELIMINATED,

¢ "FIRST, SET ICOWBO={10s2406¢N)~1CONMB
SN <

I=1

L=0

DO 10 J=1,N
_IF{1.6T.XK168 10 40

" IF(J.EQ. ICOMBLI))IGO TO 20

—40 __ Lelt]l
1ICONBO(L) =J

60 70 10
20 Is1+1 "
éo __CONTINUE . _

€ NOW, ICOMBO(L) (3§ YHE INDEX [N THE X SET CORRESPONDING TO Lﬁ!N THE:
C XP SET.
C

== T W T T ——— o —w YT e - 9 - e —— s ——
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= - ' “ e e P - et O 14 A . PARs nnths L Sl OO s L e e i e e, e o

’ mxru..n LY ERTHRICO TO 30 e
Lal+l L L )

1coMstLy=1CORBG L) .
30 CONTINUE _ _ o
"Rl ' ,
CALL SORTIICOM® o1 oKoKolol,oPP) = _ e e e o o i o o

RETURN -
END
——n - . - - P Y ra e g = -
e e e e S
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—
e

rrn

e

lJ‘(l*Jlld

e A T T MV TR M, N, TR 1510, 1) T T T
TF{A(I,1).LE.T(1))60 TO 20 B L B -

TETATAETN, s i

TCALU MVMRAR(A MM, NN A MM, T,10)
CCALL MVMRMR{T,1,NN, A, MM, 1.0

£ AL AT

TTALL T AVMR MR (A MMy NN, T, 1.1J.1)""'""”T"
20 L=J

e T Y E KT IV  CGESTUIY )6 1O 40
CALL MVMRAR (A MH NG A MMyJoLd)

A e ERL L MU MR MR AT ST NNy Ay MM, 1,0
LCALL MYMRMR (A (MM NNGTo1,10,10
e T F (Al I, 1)V LLEL. TGN TO 40 DA
_CALL MVMRMR (A MMy NN, A MM, T,1J) )
- TTCRATL MVMRMRIT o1 NN AYMM,T,1)
] __CALL MVMRMR(A, M%,v\,T 1,1J,1) S
T T e e e SR a _ —
30 CALL MVMRMRUA JMM NN, A MM, K, L) o -
e S ERLL TMUMR AR (T T, 1, NNTA MM, 1KY T = =
.40 L=L-1 e _
TR (AL, 1) L 6T TU1Y 60 TO 40 N ' T
CALL MVMRMR{A,MM,NN,TT,1,L,1) e
TEERTTTTTKEK + 1 '
e IF(A(K, 1) LT TC1)IGR TD S0
e ETK L LE UV 60 G730
L _IF(L-I1.LE.J=KIGD TO 6C - )
I AN ST T v
o B M oL e e s st e it o e - e
. M=M+1 e e i
it ol ke i it T N
60 IL (M) =K S o )
- IR EN - T -
R S OO TR U —

CEES
¢0 10 80

P s R AT ES R RAAFARNT . v - iRt v P AT A N e Bl e Y T R TR e VT SN R A L CRR T

70 M=M~-1
IF (M. EQ. DIRETURN

TR S v Er i

R e okt L R S el T T —

1=10(")
J=1U{M)

R O o Gni el

86 IF(J-1.6E.113GU TO 10 ~

IF(waQ IILGJ T4 ¢
CI=1-1
g0 I=1+1

TSI L eI

RS cE el P i A U R eSS R YR e N

= 2 ==
——— -
TUEA TS BRI e e T B VT e WA T S et

TN T o - N AAER L r e o YR e I 22, 4. e ALty VG A RATAT  TRITL FO TH AL L B Wi s TR P e T MWL TR DT T AL e i St AR B ATma®  rmoa bl P AT T
S TR i Bum T S - e LG o AT € 1 A TN e e T & R T e T - A - T T I AT A et s I
RN a ) oy B ™ = eFUET N N O-amn & X iEs = p TRE ISR MR R e e ad AL R AR T s SO A Ty e O E vV Rar 3 L W
"»
M
B e ot S T T LY o ok e IR 24 TR I 5 TR Dtk s B T T i A W BN Ry el L TRAA Bk oAl TGS A T LI N e et
S kLo I e T TR L SPRRC RV ok 7 e N S S T T S TR D v b T A e




IF(1.EQ.J)GO TO 70

CALL MVMRMR(A+MMyNN,T,1,1+1,1) e e
IF(A(I,1) .LE.T(I))GD T0 90
- . K= e L e L
100 CALL MVMRMR(A ¢sMMyNN A MMy K ,K#¢1) . . - -~ ' o
. K=K-1 = e e
T IRLTH 1')'._LT.'—MZK.‘1:)')G"D’?TD 100 . e
.. -CALL MVMRMR{T,1,NNoA,MM,1,K¥1) ' ° ERR O
GO TO 90
_ END . o ) , .

B — —_ —— \‘__A —_ e - e = —
SUBROUTINE MVMRMR({A ,MA,N,B,MB,IA,IB} e
DIMENSION A(MA,N),B{MB,N)

S DO 10 J=1,N B B

10 B(IBsJ)=A(1A,J)

L RETURN I

END
173 ... . . s P _



SUBROUTINE DPMMVXX,YsMsN, TCONB,K<

TG MOVE PART OF A DOUBLE PRECISION MATRIX SPECIFIED BY INDICES
BETWEEN 1 AND N OTHER THAN ICOMB%1<s...¢s ICOMBXKS INTO D. P.

a2l ala a e

MATRIX Y.

DIMENSION ICOMBXKX

DOUBLE PRECISION XXMyN<,Y%M,N<

1#1

L#1
DO 10 JH1,N

IF%X1.6T.K<GO TO 40
IFXJ. EQ. ICOMBXILKKG0O TO 20

40
30

DO 30 JJH#1.M
YRJJ LSHX XTIy IS

LH#LE]
60 70 10

20
10

1#1¢E1
CONTINUE

RETURN
END
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SUBROUTINE LNLLS Wy Xy ¥y GP1, NEKR, ur, unw. NDIM, EPS,

e o “WITy LINNUN, TB]

RN ACETTERATIVE CALCULKT iGN —— = ="

_FOR NONLINEAR PRUBLEMS

¥2XzXaXalal

mm e e e el 4 nerosier s

D UBLE ¥ RECTS LUNXTIT T IIT 5 GPTCIT s FEUNF I X R 505 Jg i - = =
DIMENSION W(1) |

e A A R KNP} e e e e i
CGMMCN /PRINV/ INV. |

SV
LB (wl1) .6T. Q.

ILP = NOP #= NDIM®
TDLTYTTIEL, TUPT T T
5 W(I) = 1.0
- CORTTROE o it e S . O P
c HANDLE LINEAR AND NUNLINEAR PROGBLEMS: DIFFERENTLY
T T A CINNON BT TINERY b T T T e
¢ NCNLINEAQ PRQBLEM -
C

SET y AND START TTERATIVE PRUCEOURE — 7"~ "7"7

[MODE = 2
;,—:—-r’-——n-—outuwu-m-" ]v- 7 P e S S S s SR SR LT = s, = VTS et A eml DS i Fltelfe TSR FOER Y Uiel. TR LIRSS mm

c,,,_

“CALLUTGAUSS {wy Xy Yy

B g s e e aae s - mmae

s SR UNERR G EC. ¢y eUTTUT T T T e e
1F (IMOHE « EQ, 1) GO 710 35
NP EENCE— . . e S e e
' DC 20 I=1,NP
umvwﬁ—-—TF—mrc-PﬂTrrTs——r‘,‘:t_r".» B ____—,7< B s Smewsm me fan T mTlICIInSL muomea el __Stoamm o Lol oL
16 CONY 2 DABS (TB(I) / GPILIY)
e T TE . Y et o e
17 CONVY = DABS (TB(I))
CTETTTECTCURV IO T EPSTTVUTU S T ' o
20 CCNTINUE
. T35 . et oo o it s eeremens o o ot e o oy it e e
C CCNVERGENCE 'NOT YET ATTAINED
T UPLATE T TEKTTING = T T emmmem——me————
25 DO 30 1= l.NP
EAY GPITTIT Y GPITIY ¥ T e AR SESs am— wes
C CONVERGENCE WAS NOT ATTAINED thHlN SPECIF!ED NUMBER DF
B —TTERETTONS e T T T
NEKR = 13
109 FCRMAT {(20HODID NOT CCONVERGE INyl4y

ey, S R e R o e T e e
[ [ i 7

[}
Gd TO 45
t—*ﬂmmvw—wrm*— " [

— e N e mkaraA A RMfkm S e SNmE Sty tade St TITst_ mme gt e somim sme e semoca - KT SRS memtimn e pen et e R TS R TR S i AR & 3 A bt A L

= = e e i o - =z CRIPYTIINCT Y7 PP B
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C MAKF rIkAL UPDRTES nF LP1
I 5N 0 RV ARSI § l,NP = e -
4n GPI{ IV = GP.ITLTY +-"-T,-Bi(L)-.‘ T
T PRTNT H.,VERS”:“MTRTY” o -7
45 IF (INV JLE. 2) GO TO 55
TOTTTTTTHRTITE TERIOLY TR TR T A Ay AT EAR RN i =
101 FCRMAT (//720HD INVERSE MATRIX) ™ ’ E
- B AR A R P N - -
g0 WRITE (¢,102) (XX(I-JD,J =1 4NP) '
T 0ZT FORMAT (AU, IPEDTG 6 )+ DR : T - o
5% RETURN
T SET UP FOR UINEAR PRLCBLER 0 . S
50 I~M0NE = 1
T DO 65 TEI yNFP
65 GP‘(I) = 0,
o B TI 1T - s i S - - LT
C M’"PMAL MATRIX WAS SINGULAK 7
T T T RRTTE R, I - —
112 FORMAT (16HASINGULAR MATKIX) Z i
e R ETURN - o
END R Tl | E ’
Te . L ; ! XA
- CAE Y - VR T vl O -
feriem : ‘f Q I i
iRt <res 7 £ e e e e ey e et e . TG
sy tiEy 2L oo v
T AR 3 R TG Sy - T e T PRV : w RS - ~
LapiTals )
T ) - - T - - T o W! o
FFWTLTTA TR T By Rt i
T = T R S KN .
Gf o4 iy
L TR LN L SRR B i - = T a—y ¢ N = R
EIPEE 2T D i I S I & Lz CEG 3
”,1_“4-,,1“,‘\ 7o -[ ] 1:{ < .
Mehnich - m— T N g 3
RS - o - R TORN0 S i RS DR I R S I I I I O S TR TIEETT -
e e - $7A76 e e




R T TRAL Gk s e TR L TEAIRET § G e A v AL TN b T e BaeTU LT s G T e RS AL L R e Swvente e IO TR et e

SLBRDUTINE GAUSS (dy X, Yoy GPI, NERR, NP, NDP, NDIM,!XX; ‘3E3 §EY4

———r ee— ST e --———-—I ﬁO-DE y TB’ DA AT T T S e Yt e e i

VECTOR LEAST SQUARES SUBROUTINE = ‘i oanms w9 &5 %0, e @Whne 8y 070 0y
- -C- LTI S LT T T SO e TR T e e - T e "*— o, h - ‘. ‘ ERRRN .“'*"‘ S
DOUBLE PRECISION X{1), Y1}, GPI1{1)} TB(I9ixd 7 4. ~ &i -

DOUBLE "PRECTSIEN™XX (30 ,30°) " 77 77 e F&mesmey e e
DOUBLE PRECISION A(30,30), B(30), DERIV{60), NORM, FI{B57YCL:
e CDIMENSION W(LY & - S e u‘ﬁ“Hﬂfh'

C ﬂ'rl ? 4 AR if i gﬁ

¢ THE FIRST NDIM-ELEMENTS OF W AND Y AREFOR THE EIRST:UBSERVAT [ONG

C THE NEXT NOIM. ARE FOR THE SECOND, ETC. IF THE INDEPENPENT (i i
TCTTTTVARTABLE IS ™A TVECTORG A7 STMITAR™ CUNVENTTUN“rS"UESERVEo@¢ﬂa x.;

C 8 &
“C CURRENT DIMENSTI CNS AREY FOR "NDIM&=H 24 ~ FORO ﬂBSERVATIDNS NITH '
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2.

3,

4.

GEOMETRIC CORRECTION

NAME

GEOCOR

PURPOSE

Apply geometric corrections to large data sets, This program
implements the affine transformation.,

CALLING SEQUENCE

This is 2 main program. It is currently on a partitioned data set
as an executable module,

INPUT-OUTPUT

4,1

Input

The following input parameters should be supplied on data
cards according to the formats and read statements indicated
below,

READ 100, A,XOP, YOP
READ 200, NREC, NEL, INTPL, INVFLG, SCALEX, SCALEY
100 FORMAT(6E12, 3)
200 FORMAT(416,2F6, 1)

where

A is 3 2x2 matrix defining the geometric transformation,

XOP, YOP are the shifts defining the geometric transformation.
NREC=Number of recards in the input image.

NEL=Number of pixels per record in the input image.

INTPL is a flag indicating the type of interpolation to be used
in producing the output records, (0: nearest neighbor,

1: Bilinear, 2: Bicubic),

INVFLG is a flag indicating whether the given transformation
should be inverted or should be used as supplied (1 for inversion).
SCALEX=Number of pixels per unit distance in the X~direction.
SCALEY=Number of pixels per unit distance in the Y~direction.
Note that SCALEX and SCALEY are floating point variables,
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5.

The input image data should be on Unit 8 with one record per
scan line, NEL pixels per record and one word (4 bytes) per
pixel.

Output

The output of this program will consist of a printout of the
coordinates of the extremities of the output image, the input
and output image sizes, the desired transformation matrix
and shift vector, the implemented transformation matrix and
shift vector (which in some cases, could be different; e. g.
when a 70° rotation is desired, a -20° rotation will be per-
formed instead and the result will have to be rotated by 90°
using a transposition program). Also, the inverse matrix

and some implementation details are printed. The output
image will appear on Unit 10 in the same format as input.
Since the image after geometric transformation is not
necessarily rectangular with the edges parallel and perpen-
dicular to the scan lines, the "exterior'' is filled with zeros
and the output is stored as a rectangular image.

File Storage

This program requires space on two direct access units 90
and 91 depending on the core size supplied (MAXC, the
dimension of the array IX), the input image size and the
transformation desired., Currently 1500X1500 word direct
access files are provided for. If these are not sufficient,
the program prints an error message, specifies the number
of records and words per record required for work areas of
input (90) and output (91) images., The user should then
change the DEFINE FILE statements and the values of
NRW90, NRW91, MAXR90, MAXRI1 in the source program,
recompile and run the job. Here, NRW and MAXR refer to
the number of records and number of words per record,
respectively.

EXITS

No abnormal exits except as described in Section 4. 3.




USAGE

The program is in FORTRAN IV and implemented on the IBM 360
using the H compiler. The program, in its executable form, is in

the user's library.
EXTERNAL REFERENCES

As indicated below.

Calling Program

Programs Called

GEOCOR

ROTATM

ROTATM

ROTATI
ROTAT2
ROTAT4
ROTAT3
ROTATS5
ROTATSG
ROTAT?7

ROTATI1

VMOV

ROTAT4

ROTATS3

ROTATS5

READER
RITER
MOVVMR
SVSCI

ROTATG6

DOT

ROTAT7

DAWN
ROTAT3
DARN

READER

IRVCON
RIVCON
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8.

PERFORMANCE SPECIFICATIONS

8.1 Storage
This program is 120840 bytes long (mainly due to array IX
dimensioned 30000 words). Including external references
and buffers it needs 184K bytes.
8.2 Execution Time
The time is largely dependent on the output image size
(which is a function of the input image size and the trans-
formation) and the type of interpolation used. Typical
times for various output image sizes are shown below.
EXECUTION
INTPL OUTPUT IMAGE TIME
SIZE (MINUTES)
0 600X600 1
0 1600X2400 10
8.3 1I/0 Load
None except as specified by Section 4.
8.4 Restrictions
None.
METHOD

A detailed description of the method used for handling the geometric
correction of large images is given elsewhere 21]]. Here, we shall
confine ourselves to the discussion of the scale factors SCALEX and

SCALEY.

Suppose a matrix A and XOP, YOP are supplied to the routine
ROTATM., Then the transformation applied is

BN C RN
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11.

where XP, YP are the coordinates in the transformed system and
X, Y are those in the original (input) system.

Now, if the output image should be enlarged by factors SCALEX
and SCALEY in the X and Y directions, we should modify the above
equations to

XP | SCALEX 0 A X + XOP
YP | 0 SCALEY Y YOP |\ °

As an example, consider the case where the matrix A and XOP,
YOP supplied to this program are the six parameters determined
by GEOGREF [22] . Then the transformation yields the Landsat
pixel coordinates in terms of UTM coordinates. If the UTM
coordinates are supplied in kilometers, the matrix A will be in
Landsat pixels per kilometer. Now, if the data are to be correctad
to UTM coordinates, we should supply INVFLG=1, Also, the
resulting transformation will yield one pixel per kilometer. If

it is desired to have, say 20 pixels per kilometer (a convenient
scale close to Landsat resolution), we should supply
SCALEX=SCALEY=20.0, Also, sometimes it is desirable to have
line printer plots on which the physical scale in the X and Y
direction are the same. But line printers generally print at 10
characters per inch and 6 lines per inch. Thus, to get the same
number of kilometers per inch of plot we can choose
(SCALEX,SCALEY)= (10, 6) or (20, 12) etc.

COMMENTS

It is possible that this program will exceed the estimated time.
However, to get a better estimate of time needed for a subsequent
run, the printed output provides an indication of how many output
records have been processed. The ''number of partitions' multi-
plied by the number of records in the output image is the total
number of records to be processed. ''Partitions' and ''column
groups'' are used synonymously. A message is printed after
processing every 500 records in each partition,

LISTINGS

This listing of the program, the associated subroutines
are attached at the end.
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TESTS
The program has been tested thoroughly for several sizes of

images and various geometric transformations, A sample
output is attached.
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el MAIN _PRUGRAM T0 APPLY GEOMETRIC CHORRECTIMNNM,

~

L

GEoCoR

L OATA MAXC/3040/
DIMENSTIN IX{30000),4(2,2)
e LOGICALE] LX{4,1500),1Y(15C0)

FQUIVALENCELIX(1) »LX{ 1)) (IX(1501),LY (1))

JEEINE FILE 2D(1800,1900,1i,1AVG0)

CEFINE FILE 51(15GC,1500,U,1AVS1)
e e COMMUNLAE INE/SC(242) 380 2.42) 2 XPP YPP 2 INTPL,18{2,2) , 110, THILJL0,JHT

CIMMUGN/WRAD SR /NRWIC 4 MAXREN,NRWO1y MAXROL

CNRNGD=1500

NRwW91=1507
MAXR9 L1800

P I YRRy B s W) - A S SR B G s meel L mes m s s acoeme — e

MAXR91=15720

e C —_ — .
C RFAD TRANSFURMATINCN T3 BE USED

e HATRIX A4 ANO YUP,Y0P LEFINE THE TRANSFORMATION
C

___________ eeBREAD 100, A,X02,¥0P e
100 FORMAT(6EL2.3)
C - - _ —_ . —_—
C RFAL I IMAGE SIZFE AND THE TYPE OF INTERPOLATION T3 BE USED

PR - —_ —— —
€ INTPL=0,1,2 F3R NEAREST 'JEI()T’H:JDPQ BILINEAR AND BICUBIC

S BEAG 2002 NREC,NF| o INTPI o INVEIGL.SCAIFX,SCAIFY

200 FORMAT(al5,<4F6.1)

______________ _IJ_LL)L&E_LL;JJ:_L.L._U_L;L JE. ——

A(ls1)=401+1)%SCALEX
e A1, 23=A0)42) ESCALEX

A{2+1)=8(2,1)%S5CALEY

e AL 28 2 =L L2, 2V HSCALEY
x(iP=XupP*SCALEX
— e YUCPR=YUPESCALEY

¢ Tu 50
40 CONTINUE —_— - — —_ —— -
C
e JINMERT Tobt TRANSERRFATION, B
C
e DET=A L1 9 1) #A( 20 ) mh (] o 2) %A ,1) —— —

ClLl+1)=A(2,2)/DET
_— L1241 3==402,11/DFT

C(ls2)==A01,2)/DET
C{242)1=8(1,1)/DFT

A(1,1)=C{1,1)%5CALEX
Al 1,2)=C{1,2)=SCALEYX

A{2,1)=C(2,1)%5CaLRY
e B 242 )=C12,2)%SCALFY

XPP=A{1,1)*XGP+A{1,2)%Y]P
YPP=A{2 1 )=X(GP+A{s,2) *YOP

Y[1P==XPP
e .__M[iP=-YPP . .
X8 CONTINUE
Y o
C P[-KFOR:: CORKKECTICN,.

CALL RUTAT'HIX,MAXC,'\JREC,NEL A,XUP'YUP 8,10,NRECO,NELO)

e &TC
END 188




T T T T T TSUBROUTINE ROTATMUIXyMAXCyNREUWNELsAMAT XPU,, YPUs NTAPT,NTAPOY
. NRECO,NELD)
. . - - - - e

DIMENSION IX(MAXC), AMAT(2,2)
T o T " COMMON/RFTINE/A(Z242V9BU292),X0P,YOP,INTPLyIA(Z242),1L0y1HI, JLCOyJHI
COMMCN/ROTS56/IRINIT
T T T T T CTUVPMONIWRRDSK/NRWO O ,MAXRIOZNRWIT,,MAXRYY T — — — 7 7 T T
" DEFINE FILE SDUNRWOG,MAXRID%4 ,L,1AVI0}
DEFINE FILE 91(NRW91 ,MAXRG1%4,L,1AV91)

~ CCMPUTE OUTPUT IMAGE ARRAY SIZE.

I
|
|
aoaonn

WHRITE (6£,1000)
"CALL ROTATI{NREC,NEL ,AMAT, XPO,YPO,NRECO,NELQ)
WRITE(6,1010) NREC,NEL
T oo T ‘“‘WR[TETG;TIOOTNRECD?NELU“‘
WRITE(6,1200) L(AMATI(I,43),J=1,2),1=1,2),XP0O,YPD
TTTrrTm o T RRITYELE1210VIVALT,JY LU, 2Y, 11,20 ,X0P, Y0P T T T
WRITE(6,1220) ((B(1,y3),d=1,2),1=1, 2»
T 100D T FCRMAT (1HIY
1010 FCRMATIZ2H INPUT PICTURE SIZE=(,15,1Hy,15,1H))
T T TIPD FUORMATUZ22H OUTPUT PICTURE "SIZE=(,15,1H,,I15,THY T ~
1200 FORMAT(///30H DESIRED TRANSFORMATION MATRIX,2(/2E15.4),//,
«2IH DESIRED SHIFT VECTOR,2{/EI5.417 -
1210 FORMAT(///34H IMPLEMENTED TRANSFORMATION MATRIXy2(/2E15.4)4//,
T T T W25H IMPLEMENTED SHIFT VECUTOR,2(/F15.4)7 .
1220 FORMAT(///15H INVERSE MATRIX,2(/2El5.4))

e e P

IR
C COMPUTE DIMENSIUONS OF INPUT ARRAY WHICH CAN BE HELD IN CORE AT A
T T U TTTYTNME TBNDT NUNMBERT UOF PARTITICNS REWIRED.
C

T T T U MAXCPEMAXC- MAXOIUNEL,NELO)Y

MAXCP1=MAXCP+1
—_ - = T T CALL RUTAT2 (MAXCP ,NEL yNRyNT,NCGP)

WRITE(6,123CIMAXCyMAXCP

TFUINTPL.EQ.Q) WRITE(6,T1240)

IFCINTPL.EQel) WRITE(6,12641)

T T IFCINTPL.EQLZ2Y WRITE(6,1242)
WRITE({6,130C)NR,NC

o T T HWRITEL6,14COINCGP

1230 FORMAT(20H MAX. CORE SUPPLIED=4+16,4/,
T T TTT T T T 3TIH MAX. CTORE AVAILABLE FOR INPUT ARRAY=,160

1240 FCRMAT(//738H RESAMPLING METHOD--- NEAREST NEIGHBOR)
T 77 1281 FORMATU//44H RESAMPLING METHOD--- BICINEAR T INTERPOLATION) T
1242 FCRMAT(//44H RESANPLING METHOD--- BICUBIC INTERPOLATION)

T T T I30C T FURMATU{ZTH TEMP. 2D CORE ARRAY SIZE={,I54IH,,15,IHT]
1400 FGRMAT(19H NO. OF PARTITIUNS-.IQI

FIND NUMBER OF WORK RECORDS AND LONGEST RECORD LENGTH TO BE
WRITTEN ON AUXILTIARY DISK MODULE FOR INTERMEDIATE CUTPUT. T

e Xaln)




—TCALT RU|AIQ(NLbPQNCTNKtLUyNELE:NIXR,NRUUTl

c

— —C — FIND AND PRINT SIZE OF DIRECT ACCESS WURKFILES REQUIRED FOR INPL
C QuTPUT. - :
L

NELDI=NEL- IFIX(B(2,2)+FLDAT(NC 4))

IFUNLGP.LE. 1IGU TU DU
PRINT 1500, NREC,NELDI;NROUT ,MAXR

lr(NREL.LE-NRw90.AND.NELDI LE. MAXR?D.
AND.NROUT.LE«.NRW91 AND.MAXR, LE. MAXR91)GO TO SO
o NRELU=T
NELO=0Q
PRINT 1600 3 i
1500 FORMAT{?® NO. OF RECORDS IN INPUT WORK FILE=t]s5/
- : ¥ NJe LUF WURUDUS PER RcCURD IN INPUT WORR FILE='15/7
NJ. OF RECORDS IN OUTPUT WORK FILE='15/
MO CF wWORDS PER RECORD IN OUTPUT WORRK FILCE=*ISH
1600 FORMAT(//" ERROR CONDITION IN ROTATM. SUPPLIED WORKFILE SPACE i

-1 P ? -
RETURN
C
50 CCNTINUE
DO IO ICGP=1,NCGP
120=0
T21i=1T
YLOC={ICGP=1)>IFIX{B(2,2)+FLOATINC-4))+1
IRINTT=1
NC1l=NC
IF{ICGP. EQ  NCGPINCTIENEC=INCOP =TI IFIX( B2, 2V F+FLUATINC=GJ])
DO 20 1KEC=1,NRECO
CALT ROTATI (TCGP I yNCGP yRCHIREC,NELTyJP L3 JPZ2y 1251
C
C UPDATE ARRAY TX IF NECESSARY. IX 15 TRXREATED AS IF IT WERE
C DIMENSIONED (NR,NC)
C T2C=CAST INPUT RUW NUMBER PRESENTLY IN CURE. IZ2=CAST INPUT RUW
C NUMBER™ NEEDED FNOR CCMPUTING IREC'TH RUW OF DUTPUT,
C 2T =RUW NUMBER THE INPUT TAPE IS READY TU REAU.
C
CALL RUTATIDUTI 2012112, IX,IX{FAXCPI)Y ,NKELNEL,NRyNL,ICGP,NCGP,
. NTAPT)
- C
C GENERATE IY(JP1l) THRU IY(JP2) USING IX.
C
_ CALL ROTATO(IXyIXsIXUMAXCPL)yNRyNC14yIREC,JP1,JP2aYLOC NREC,NEL)
C
C WRITE IY(JP1} THRU IY{JP2) CN OISC OR TAPE CEPENDING ON ICGP VAl
— e
CALL ROTAT7 (ICGP yNCGPyIRECINELOyNCyJP1yJP2yIX{MAXCPY),NTAPO)
Tt tIRECS SO T L. OV PRIRNT 701, IREC, ITGP
20 CONTINUE
- 1 CENTINGE -
RETURN
T Ot T FCRMAT O FINTSHED PROCESSINGY IS, Y RECORDS N COLUMN GROUPHI3)
END
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SUBRUUTINE ROTATIINREC,NELAHAT »XPU,YPU, NRECU, NELT]

C

< GIVEN MATRIX A AND XOP, YUP FIND B=INVERSE(A), DECIDE IF A SHD
C BE MUDIFIED FOR CONVENIENCE OF IMPLEMENTATION AND FIND THE TRUE
(S PNITIAU AND FINAL CUURDINATES UOF THE UUTPUT I'MAGE GENERATED.
C
L
C

TRANSFORMATICGN TD BE APPLIED IS
XP=R™XFX), WHERE K I35 A 2XZ MATRIX AND XP IS A Z-VECTUR.

T COFMUN/AFINEZATZ,20 4812420 4XUP,YOP,INTPL, I A(Z2,2),IL0, HI, JLT, JHI
DIMENSION AMAT(2,2)

T T T T T T CAL T VMOVUAR AT s 4 AT

XO0P=XPO

YLV =Y¥VU

DET=A{1,1)%A(2,42)-A{1,2)%A(2,1)

BlUI,,1¥F=A12,<277D0cT ’

8(212'=A(111’/DET

BlY,2i==a11,2¥Y/0ET

Bl2,1)=-4{(2,1)/DET

TAVUTTr=1

1A{1,2)="
T T Tty =D - " T ) -
1A(2,2)=1
T P=NREC
Q=NEL
- _
C IF DET.lLE.1.E-8 PRINT MESSAGE,
—

IF(DET JLE.1.F-8)WRITE(56,100)

IFtDET . LEL I E=-8VPRINT 100

1CO FORMAT(IX 35IHCAUTIGN=%%* REQUESTED TRANSFORMATICN MAY BE SINGULAR]
RETIZABSTBl I, 1178125177 T
RAT2=ABS(B{1,2)/8(2,21)})
TFIABSTEBU Zy 17T LE. Y. F-BIRATI=T.E20
IF(ABS(E{2,2))YeLEe1.,E=-8)RAT2=1,E2C
IFLG=TY
IF(RATI.3E.RATZ) GT TC 10
ITFLG=1
TA(1,1)=0

TR, 2r=1
14(2,1)=1
Int2523=9
W=B(1,1)
sty T iI=t 132
B(l,2)=W
W=BUZ,17F
8(291)=b(212)
- B S Y R R

10 IF(B{1,1V.GE.0.VGDO TC 2"
R 4 2 W

TA(1,1)=-14(1,1)

R A - ) -4 3 S A B Y P A | Com
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B(1,1)==-B{(1,1)
T e e P TSRt T —
20 CGNTINUE _
F HAB 252 o 655 060 T30 -
IFLG=1
T T TTTACIY 2 ESTACT 2T )
IA(2,2)==1A(2,2)
SIS S S sl N A Al e
B{2,2)==8{2,2)
e g CENTINUE - e
IPASS=1
e gy RETE( 6L STy T o e e —=-
151 FORMAT(/)
____.,..W.Q_i_.-.r? m‘ﬁﬁ_h—m”ﬂ.ﬂw - etk - —— e e i et et
150 FORMAT(/,72H COOKDINATES UF IMAGE EXTKEMITIES IF DESIREL TRANS
e e s e MATFIE NS P ERFARMED Y - — e e e e
C
------ €= COMPLTE COORUINATES CF T3Py BOTTIMy LEFT; RIGHT CCRNERS TF THE -
C IMAGE IN THE TRANSFORAED COCURDINATE SYSTEM.
L
50 CCNTINUE
=Ty ¥ ER — = T T T s s e e
WZzWI+A(1,1) %P

e s et TR — ———— e _ -
W3=A{1,2)*3+X0OP

e -0 U O G I e
WizA(1,304W3

ST T T R T EAM TR T bR Ty W R T e
ILC=RLA

e R 6T ST AND R TTNE TR L OAT CILO Y LT ILOET o T e

RHI=A4AX1(W1,K2,W3,44)

IFI=RH] e e - —_—
TF(RATLT. 0. ANDWRHI W NELFLOAT (IMIV ) IHI=THI-1

T T T T T T TR RITE (S, 2O IRLOZITGYyRRTZITFI
20¢C FCRMAT{/,8H TOP RO, Flf‘ 2 3H IRy 16, llH d30TTEM ROW, f—lu._,:H Ur(,l
TTUTTWIEAUZ,,Z2YEYCPT T TTT T T T
A2zhl+p{2,1 )P
- TWITAt2SIrEFwW T T
W3=R(2,2)V20+Y0P
T T T UWAEWTHRAIZG U ER T T T
A3=A02,1)4+423
T T RLOEA NI NI W I W2 R y no Y
JLC=RLD

T T T TR R O T O AN TR U NS FCOATUUTO T FITUEITC#T T e
RHI=AMAX1 (hl,rJZ 1N3yﬂ4)

e ETERHT e e
TF(RHTI oL TeDe o ANDORHICNEWFLIAT (JHI HJI‘*I JHI-I

T T T WRITETEy 30T IRLOTJLOGRAT y JHTT T -
e FCKMAT(/ 1&*"‘ LEFT CWLU’H\’ -,’-Zp‘h J'\,ID'13H P‘\I(JHT LlLUh\J F1lo .L,
i A o o A e et o et e a5 ot enn e e e e e
IF{IFLG.Z G (.DR.IDQ‘S.FQ Z)CD TE 4)
Ce e IPASSED - - e e SO U
ARITE (6, 151)
- Cree e WRTTE (B, 3680 . e mm s i e o e e
3&r Fr.'.r(l"'ﬂ (/o‘:41" CPJ([‘INATP‘S 3‘: ":I(TFET"ITIP‘S r"}' IMAGE ALTUALL.Y PrO )LJ




T T T TE(2,2)=TATT 1IN /IDET T

T T T AL, 2 =-TA(L ,2)/IDET

T IDETTA(T,, I F*T A2, 2T-TAT1 ,2V¥TALZ,1). o
Iw=IA(2,2)/1DET

TA(1,1¥=1TW

TA(2,1)=-TA{2,1)/1IDET

T T T T TR ISR LTOAT I TALT I FA(T L TV FLOATITA(T,, 2T 0¥A( 2,1y —

A2=FLOAT(IA(L 1)) #A(1,2)+FLOAT(IA(L,2) )#A(2,2)
T T WITERLOAT(T AL 1TV FACL,LVFFLOAT(IA(Z,2) 1%A(2,1)
Wa=FLGAT(IA(2, 1)) #A(1,2) +FLOAT(IA(2,2) ) %A(2,2)

T OUUTAT Iy =Y

A(1,2)=¥W2

o t\'( 2 "1)=-;‘I T e e e e T T _
Al2y2)=0u4

T T T T EFLOATIT AU, 1T ) EXOPHFLOATITATI 2V RYGR O T

'.-12-=FLJAT(IA(211H*XDPfFL_BAT(IA(ZyZ’)f‘(_DP

YCP=wY T T T T T ) oo
YCP=W?2

R e e o T e e e [P N —_ e
30 CONTI NUE

S e e emreCnTTHTRTLOR T T e

NELT=JHI-JLI+1

T T T —____Rl'ﬂ[‘q,\j """ T T T T T T
EAD
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SUBRUUTINE RUOTATZ(MAXCyNEL yNRyNCyNCGPT

C
C FIND MAX NO, OF RECORDUS THAT MUST BE HELD IN CURE TU GENERATE
C LCONGEST POSSIBLE QUTPUT RELORD GIVEN CORE SIZE LIMIT., ALSO, FI
C NO. CF COLUMN GRUUPS INTG WHICH INPUT DATA SHD BE SECTIONED.,
C
LUP’MLNIA?‘UTE/A(Z,ZI,B(Z,ZD,XUP,YUP.INTPL IA(Z,ZHILD THT, JLG,JH
TT=ABS{B(1,2)/B(2,2})
J=MAXL /73 T T
IF(TT.LE.1.E=-10)VG0O TQ 20
T12=2.*TT7
NI =t TS F IR T T T =5 TP 2 F G XTI (CHFT T =5V VI 771712
NC2={TT=4.+SURT{(TT~ 4.)**2+4 *TT4(C+TT2 4.)))/TT2+1.
DO 17 T=NUTI,NC? ) ' T T
J=NCl1+NC2~-1
T ITIETTRFCAAT (=Y T T T T T T T T s T T e e e e e
IF{(II+5) =( J+1).LE.MAXC)IGO TO 20
- T0 CCNTINUE ‘
2n NC=MINOINEL yJ+1) .
NR=MAXT/RT
T C — — FIND NCGP, THEC NUMBER OF COLUMN GROUPS.
NCGP=1

T T T TFUNCLLT.NELUTNCGP =UNEL=NCI/NCP+2 ~

NCP=IFIX(B(2,2V)+NC-4

RETURN

tND
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SUBRUUTIWNT ROTATI UTTGP,NTGP, NCHyIREC,NELD,JPL1,0P2, 12, IFLG)

C

7 C TFORTGIVEN OUTPUT RECORD NUMBER TREC AND PARTIT ION NUMBER 'ICGP, TO
C FIND AUTPUT WORD NUMBERS THAT CAN BE COMPUTED AND _INPUT RECORD
C NUMBERS REQUIRED, — ~ 777 T
C

T CTFRUNZAF INEZA(Z, 27 B2 2T, XUP,YOPy INTPL TR (2,27 IO, THT, JLTG, JAT

Y1=1,+FLOAT ({1CGP~1) % (NC=4+IFIX(B(2,2) 1))
ST ST Y ZEYTRFLOATING=I) - T
XP=IREC+ILO-1

e W=YOP=Bt253 T I tXP=x0P )Y/ t252y—— — 0 o e
YP1={Y1+1.)/B{2,2)+¥W
YP2=tY=I i /7Bty V¥
JP1=YP1
T T T T T FIYPE G T e Ue e AND. YPL O NELFLOATIIPII T IPI=IPIH+T -
JP2=YP2

T T T T T I RYP 2 LT U  ORL Y P2 EQL FLOAT IIP 2TV UP2EJP 2=
KP1=MINCINELD,MAXD(1,JP1-JL0+1))

T T T TR P TN N ENE LDy MAX Tt T P 2SI COF T T T -
JP1=KP1
S o rreRpr— e -
IF(ICGP.EQ. 11 JP1=1
- Tt TCSPTTRINCGP P2 ERELT - - -
IF(IFLG. S Q. C) RETURN
g
YP2=KP2+JLD-1
T Rt L 2 e T T O Y P2 RP TR I L= -
X2=8(1,1) *( XP=XTPV+b(1,2) €(YP2-YOP)
SR b /e S e -
R E TURN
- RO . Tt T T T T "—
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_ IF(MCGP.r;.-)PETUPN
e i ——— ‘M.A__x.?. :—L]..__..— .

CALL <CTATS

CALL ROTAT?R
e e W X KT HA Y TR JP SR

caLt

R0TaT2

e S BRCUFENE R B TATLNE GEyNE3HIE C By N ELiby M AXK y R BUT =~ e o om

(1 yNCGPyNCy 1y NELT,JP1,dP2,12,0)
“‘“—*““_‘mﬁﬁ“ﬂxﬁﬁﬁxﬁﬂPZﬁPﬁ“—_“—“‘“““”“*‘”
(Y yNCGPyNCHyNRECENELO,JP1,JP2,

12,0

yNELUyJP1,JP2,12,0)

wm T e s e AR HAX T UMAXR P2 =dP ) T T T
CALL RGTAT3Z (HCGP yNCOGP,NCs1,NELD,JPL,dP2,12,7)
o BRSO N VE WS i 6 6 5 A
MAXR=MAXR+1
------------------ N R T =N G RGP s e s s e
RETURN
P Y
o _ R _




e e GURRPHTI NE

DIMENSICN T X({NR N C),IY(NFL)

ROTATSHIZS y 121 y T2 IXyIY s NREC,NEL, NRyNCy ICGPYNCGPy NTAPT

o TCCFHMOINTROTS e/IRINIT
CCth ‘\/;“IMF/A(’,Z),B(c,Z),XLP YL.P II\.TPL,IML,Z),ILD IHI.JLu,JHI

R et
C FIND NUMBEK OF RECORUS. TO BE READ.
SR e R e e e s e e e et e
C
T T T T TR G T UNRECYRETURY T T T T T T oo T
NROWS=12-12¢0 e ) o

T T T T TF(WROWS.LE.NTRETURT

CIF ICGP=1 REAL CATA FROIM INPUT TEPE. €15E READ FROM TTSK.™

o
-
C [F NCGP.vESYl AND ICGP=1 wRITr- THF LAST NEL- N(.+4 NLRDS UF INPUT OnW
I TOTSK UNIT O O—C.""'"”'""'“b" e e e T ' T T
C
T T RUICGPWEGY I IDEVENTAPT T T T T T T T e o e
IF(ICGP. 4Z.1)1DCV= O
R PP YEY r m m  n

IF( ICJP. Nt e IOK]RI‘\]CGP.E\’J.I)JDE v=-

NCI=15TXTB(2,2T+FLCAT(HNT=-2)])"

NMEgb?2s "‘:L-XJL1+1

e ETTET S e —— - i
IF{ICOP.NE, )f\:ELl'(IUJP 2)~‘('\i\.1-’)+1
R —_———
IF{INTPL.NE ’))IlYPﬂ—’
T NT 17 [=1,NFAWS - h — - - ) -0 0 T T
J=1
T T FRUICHP e 1L IVCELD KEADERTICEV, TY,, IY,,NEL,T2T,C,ITYPOY —— — — 77—
ITFUICSP LG T. 1) CALL READER(IDEV IV, IY,NEL2,1I21,1,1)
CATL RIT=RTUIDEV,IYINCIY 12 NECYy —— ———— —7~ croTmTTTmTT o
T21=121+1
- SR IT AT e e
C
TTTCT T T TWIOVIUTHF CAFPROPRUATE PATT OFTTIY INTI RID(IRINITHI -2, NRY*#1L Y TH ROW
C Ce IX
_ e e i e —
CalLc 4"\'V‘l\(Ix,\n,N(.,IY(NELl),MUD(IKINIT*’I 2,NR)+1)
T TIFUTZY LEORRECYSG TG Y0 T - T T
INDev==-1

S S IyEy AT

CALL SVECTI(1IY, NCL 0)

T e e T T T
10 CONTINUF

AT T T IRIRITEMIDTTIRINIT Y-, NRT Y

(.
TTTTTCOT T UUNTWRTIRTINTITTIST THE RGW ONUMBER IN IXTCONTAINING THE EARLIEST RECIRD
C AOF THr INPUT 1MAGE,.
e e -
nETLRY
S e e e e e R - - = s
e . _




3uBRUUTTNE_WUTITE—TTT_KX—TT_NR_NC_TRELoJPl.JPd-VLUL.NKEL.NtLI
DIMENSION 1X(NR.NC|, RXINRNCHY, 1Y(1)

ct
IRND(A}=MAXO(O, MINO(63 IFIX(A+ 5)))

GENERATE IY(JP1) THRU IY(JP2) USING IX.

INTPL=U, 1, Z RESULT IN NEAREST, BILINEAR, BICUBIUC INTERPULATIY
RESAMPLING

e N

IsXaXaXaXa

IFCINTPL.GT.0)GO TO 11

P=NRETC
Q=NEL

YLOCT=YLEoc=15" +
XP=IREC+ILO-1

XP=XP=XCP
YOP1=FLCAT(JLO-1)-YOP

DU 10U JVP=JP1,JVP<2
YP=FLOAT({JP)+YOP1

X=BFCI I *XPFBN(I , 2T *YP
IF(XaLTel,s,e ORe XsGT.P)IGO TO 20

YEBM{ 221V *XP¥BN(2, 2V *YP
IF{YelLTelese OR4Y.GT.Q)GO TO 20

I=X+.5
I=MCD(I-14NR}+1

J=Y=ytoCt
IYLJPI=IX{I »J)

GU TU 1G
Iy(Jri)=0

CCNTINUE
RETURN

IFCINTPL.GT.1)G0 TO 12

P=KREC
Q=NEL

YLGL1=Y$BC'1.
XP=IREC+ILO=-1

XP=XP=XCP
YOP1=FLOAT(JLO-1)-YOP

D0 101 JP=JPI,JP2
YP=FL3AT{ jP)+YOPl

X=g Iyt T XPFB Mt 2T *YP
IF{XelLTealeo OR.XeGT.P)IGO TO 201

Y =Mt 23 T "X PFB (2,2 T XYP
TF{YelTeles ORA YT, Q)IGD TO 291

y_ W s e s e,

L J 54 4 S mmmim e m— i = s ——
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I11=M0ODI(I, NR)+1
Jr=0+1 ’
IY(JPl-(Al*RX(I Jl+A*RX(I1;J)!*(1.—B!+(A1*RX(1pJ1I+A*RX(11 Jl))*d

S o .5 - e

GC T0 101
201 T IY(JdPIY=G - S e e e e I R e
1 CCNTINUE
TRETURN ~ T . T o

C

12 - CONTINUE - - -
DIM‘NSIDN H(4).w(4)
P=NREC-1

T TP ITNREL

e e L ENEL . m me e e e el
YLNC1=YLOC-1.

S e ey P IRECHILOSY T 0 7 T o -

~ XP=XP-XCP ,

e Y ORI =R EOA T IL 0= 1) =Y 0P - : - —-
DO 102 JP=JP1,JP2

e e e g A B I TP Y TP S
X=BM(1,1) *XP+BM{1,2)*YP

T T R X LT e ER X G T PTG T T O 292 — —

Y=BM(2,11 #XP+BM(2,21%YP

i‘

=YLOCT

nent U

|
{
|
|
i i
{ {
' H
{

_tnnTtI ’ —————. - S — — - p— - —— - —_——— . — . . T ——— e
1.-A
B=E=FLrOAT (I
Bl1=1.-8B
e A AT=ARA]T - e e e
AAl11=AAl1+1,
£ 1 4 A I 1 e
H{(2)=A1=0A11
RT3 =A=aAT?
HU4)=-A%4 A1
S e T T EMOD (T2 N RP®T 7 T T T T T T e S s e e e s i e e
I1=MOD(I,NR+1
—_———— e em w4 r?_‘__-'q G—D—( I I ’N‘R,¥1_ C— . —_—— e — e e et e —————————— e m e e — P
I13=MOD({I2,NR)+1
I=31=2
DO 302 JJd=1,4
e T JK=3+ JJ— : : . il - - o - :
302 WlJJI)=H{1)Y%=RX(1I, JK)+H(2)*RX(111JK)+H(3)*NX(IZ JK)+H(4)*<X(13 JK)
e e BBTmBWRY — o - o RS IAR S
B3l11=381+1,
HH 1 ==f s r—— e - - -
H(2)=31%BB11
— e e e 'H"{ ’%“*3‘*881 1_ — — — _— e e R — e -
H{4)=-B%3B1
e PP RNDA OO T W H A s s e e
GO Tn 102

biﬂg.mhaﬂ
||><(‘D<:x

-




202

IF(XeLTela e ORWXeGTaPYIGO TO 402

502

Y=ttt 27X P M 252 yP

IF(YeLTeleo ORL.Y.GTL.QLIGO TO 402

B=Y=YLOC!
I=X

=B
H{z2Vy=X=-FLOAT(I)

Hr =t =rt2Y
T=MCD(I-1 ,NR)+1

M0t R+

Jil=J+1

R =Rty H 2Rty
W2 =H{1) =R X( T4 J1¥#H (21 %=RX (1, J1)

ﬁ‘(l-D rLJH.‘lJI - .
H{l)=1,-H{2)
Y IP I =0Tt wyH2T+,. 5
6C TO 1C2
{07 I YtIrr==— -
1n2 CONTINUF

RETORN
END
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C

C

C

C

T TS UBRUUTINE TRAOTATYT TICGP,,NCGP, TREC, \J’ELU O JP1, P2y IY, NTAPD)
— e

DIMENSION TY(NELU)

IF NCGP=1, WRITE IY ON NTAPO

TFICGP.NE.NCGP WRITE IY ON DISK UNIT 91, IF ICGP=NCGP READ PARTS
CF 1Y CCRRESPUNDING TO JCGP.LT.NCGP FROM DISK AND WRITE ASSEMBLED
T T TTY OR URNTAPOL T T o

T UTTTTYF OANCGPLEQC.TY G TOT1oTT T T T T

e e DT ENCGPE T e .- . . - e -

C

NDAREC=NCGP1*(IREC-1)

T UTCGe. EQVRCGPY LT 26 ~ ' —rrmm e o

T T T CALL T DAWN USTYNDARELHTITGP LIV JPTY (4% JP2=UJP1+11)

RETURN

e - e e e

20

TCARTT ROTAT3S TUJCGP,NTGP,

DC 2C JCGP=1,NCGPL

CALL DARN (GlyfﬂAP‘:CfJ(_:_GPyIY(KPI)v-t (KP2-KkP1+1))

AT TCONTINUET T T T T A

-~
“

WO IREC,NELT,KPI,KP2y¢y0) 7 7 7

T T T WRITE(RTAPONYY O oo/ o e
FZTURN
END - T

- S 20 00 —




_ SUBROUTINE VMOVIIX,N,1Y)

C T0 MOVE VECTOR IX INTO VECTOR 1Y.

DIMENSION IX{N)LIYIN)

IF{N.EQ.O0)RETURN

0O 10 I=1,N
10 IY(T)=IX(T)
- RETURN
END
St ERAUTINT READER T D EV T I X XN ELG I RECTITY P I ITY P
DIMENSION IX(NEL),X{(NEL)
— ~ 02 A S _ , e
C THIS ROUTINE RETURNS IF IDEV.LT.0. IT READS NEXT RECGORD ON SEQUE
l C TTACONIT TF TDEVL.GE.Z. TY READS IRECYIH XEUURKU UN DIRECT 40T ESY
C UNIT IF IDEV.LT.2.AND IDEV.GE.OQ.
€ TYPE LNV ERSION TS AN OPTION. I TYPI ARD ITYPO REPRESENT INPUT AND
C DUTPUT DATA TYPES RESPECTIVELY. (0-- INTEGER. 1-- REAL).,
¢ A . . A
C MUST EQ'CE(LIX,X)
¢ Rl S L
IFUIDEV.LT. 3)YRETURN
HEHIDEV ST 26T O 20
REAC(IDEVIX .
G TO 30 - —
20 IDEVIN=IDEV+90D
X
30 IF(ITYPI.EQ.ITYPOIRETURN

1 . o e M ° . Ay ?
IF{ITYPI.EQ.1.AND.ITYP3.,EQ.O)CALL RIVCON{IX,sX,NEL)
RETURN - -
END
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SQULBRUUTINE IRVIUNLIX Xy N) _ T T

DIMENSION TX(N),X(N)

DU 10 T=1,N : e T s
10 X(I)=1X(I) ‘ ,

RETURN . — —m

ENTRY RIVCON(IX,X,N)

o 277 I=1,N - T
20 IX{I)=X(I) .

RETURN - o R
END

- . . i o —d - R :
StﬁRBUH.dE Rf'ER(I’BEV'* I NWTCUC Y NUUT T

+

T T T R TN T WO S B AN O EV I IR T OBVt Tey RETORN T —

C IFCIDEV.GT. 1) (IX(IEL),IEL=1,NEL) I5 WRITTEN AS ONE RECORU ON TAP
€ oy 15 0 OR T THE RECORD TS WRITTEN- SN IDEVHSty —A— T 15‘6‘“UN‘I‘T““"
C

““_I“F‘(_I‘ﬂf‘VT‘CTT?ﬂ’G‘ﬁ—T"ﬁ_?‘ﬁ——“'_‘— T T T

RETURN T T - T
20 IDEVON=IDEV+9G
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LT e e T S LB R TTING FOVVIR (G Py Ny X 9 17
C

T TRIVE NVECTUR X TJ I7TH ROW OF W&n MATRIX A. o T

C

- - DIMENSTION AT, NT 7 X{W) —
D3 18 J=1,N
T YT T ATy IV ER T - — e
RETURN
S U
ENTRY MOVHRVIA,M,N,X, 1)
e e i e MRS —
C MCVE I'TH RCw OF A TC X.
i e e e e e e e
DT 270 J=1,N
T TRy T Y IV ENtT,, 9y T T T T T Tt e T
RETURN
T N - -
e i JUBROUTINE SVSCT(IXoN.I35) S
CIMENSION IX(N)
e DOO10 TSN — e e
10 IX{I)=1S§
e L RETURN . e - . e —
END
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e e e B R ET BAR R T A oy N o e e e memnnes e
DIMENSICN X{N),Y{N)
S, DAF=9; e e e e e e S— PR
DC 10 I=1,N
e e PETEO TR (T e mrm e e
RETURN
S e Y e e e —
N - SUBRUUTINE DARNCIDEVIREC X N)
LOGICAL®1 X(N)
READUIDEV 'IREC)X G S
RETURN
ENTRY DAAN(IDEV, IREC,¥,N) S N _
WRITE(IDEVYIREC)X
RETURN o ) N ) ——
ENTRY SARNINTAPI,X,N)
- READ(NTAPI)X e B .
RETURN
) ENTRY SAWN(NTAPO.XoN) S
WRITE (NTAPO)X
i RETURN ) e _.
END
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mnp RON 2.11 Da 3 BOTTICM ROMW 1350.07 OR__ 1350

LEET COLLMY =22%,.44 0O =273 RIGHT cuguuﬁ 1015.10 0R 1015
INPUT PICTURE SIZE=( 625, 755)
QUTPUT PICTURE SIZEx{ 1348, 1287}

DESIRED TRANSENRMATION MATRIY 4 , e

0.1853E N1 C.2534E 09
~C.G364E 0D 0,.12455 OV

DESIRED SHIFT VECTICOR

c.0
o0
IMPL EMENTED TRANSFCEMATICON MATR!Y
g.1858E£ N1 r.2574E €9
=N LIELLE 2N n, l3asse 0}

1P EMENTED SHIEY VECTOR

C.n
0.0

INVERSE MATRIX.
0.518E 0QC -C.2603E2-C1
D.1624E 00 £.21238 09
¥AX. CORE SUPPLIED= 5CCNO
MAY, CORE AVAIUABLE ECR INPUT A2RAY= 487113

RESAMPL ING METHCD--~ NEARZST NEIGHBOR

YE4P, 20 TORE ARRAY SIZE={ 83, 586}

NCo OF PARTITIONS= 2

NO. 0F QFCORDS TN _INDUY wORK Ef1Es  £25

ND., CF WOADS PER RECCRD IN INPUT WORK FILE= - 173
N3, CF RECPRDS [N CUTPUT JOPK FI{E= 1348

NZ. OF WCIDS PER RECORD TN CUTPUT WORK FILE= 1092
FINTSHEQD PROCESSING SC0 RECORLGS IN COLUMN GROUP 1
FINISHED PROGCESSING 11CO RFECURDS IN COLUMN GROUP 1
EINJSHEDR PROCESSING SCO ELIRODS TN COLUMN GROUP 2
FINISHED PROCESSING 1703 RECORDS IN COLUMN GROUP 2

FLAPSED TIME -- MINUTES = 3 SECONDS - 29.20

206



o

CEOMRETRIC TRANSFORMATION OF CURVES - I

NAMIE: GETC1

PURPOSE: To apply a given geometric transformation to a curve given
in SLIC (scan line interscciion code) format. This routine generates the
row and column coordinates of all points on the curve in the transformed
coordinate system and writes them on a direct access device. It can
handle cases wherc the number of row and column coordinates produced

exceeds the core capacity.

CALLING SEQUENCE:

CALL GETC1(NTAPI,IY1,MAXC,IDUM,IY2,A,XPO,YPO,NTOT, IRC,
IWR,IWC, MINR, MAXR, NREC)

where

Iv1, 1vy2, IRC, IWR, IWC are work arrays to be dimensioned as
indicated in the attached listings.

NTAPI = Logical unit number of the input sequential data set (input).

MAXC = Core capacity available for row (or column) coordinates
produced (input, should be as large as possible).

IDUM = Number of dumps on to the direct access device (output).

A = Matrix defining the geometric transformation (rotation, skew
and scale change) (input).

(XPO, YPO) = Vector defining the geometric transformation
(translation) (input).

NTOT = Number of row (or column) coordinates in the final dump on
the direct access device (output).

MINR, MAXR = Vectors containing the minima and maxima of the
row coordinates in each of the dumps in the output (output).

NREC = Number of recovds in the input data (input).

207



~ =
(R

(V]

8.1

8.2

INPUT-OUTPUT:

The input, consisting of NREC records, is in the SLIC format on a

scquential file (e.g., output of SMOB)

The output of this routine consists of 2*¥IDUM rccords on a direct access
file (logical unit 90). Every (271-1)St record consists of a set of row
coordinates arranged in ascending order. Every (2"‘1)':h record consists
of the corresponding sct of column coordinates. The first 2*(IDUM-1)
records have MAXC words each and each of the last two records has
NTOT words.

EXITS: No nonstandard exits.

USAGE: The program is in FORTRAN IV and is implemented on the
IBM 360/65 system. An IBM 7094 version is also available.

EXTERNAL INTERFACES:

System Subroutines: IBCOM#
Other Routines Called: SORT, JOIN1, VMOV,

External Storage: None
PERFORMANCE SPECIFICATIONS:
Storage: 8B2 Hexadecimal locations.

Execution Time: Depends on the image size, MAXC and the transforma-
tion to be implemented. The timing for a test case for both GETC1 and

the next step, GETC2, is shown.
I/O Load: None

Restrictions: None
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METHOD:

Initially NTOT =1 and IDUM = 0. For each record of input which has

a nonzero number of boundary points, the following computations are
performed. The column coordinates in the record are sorted in
ascending order (this is not necessary if the input records contain data
already in ascending order). The column coordinates IY(J) in the 1th
record are examined one by one. If IY(J+1) - IY({J) < 1, then the rou-
tine JOIN1 is called to generate a straight line in the transformed coordi-
nate system between (I, IY(J)) and (I, IY(J+1)). Also, if there are points
in the (I-I-l)St record connected to the point (I, IY(J)), then the routine
JOIN1 is used to generate straight lines joining them to it in the trans-

formed system.

While handling any record, the current record is held in IY1 and the
next record is held in IY2. After finishing each record, 1Y2 is moved

to IY1 and a new record is read into IY2.

The routine JOIN1 works as follows. Given two points (X1, Y1) and
(X2, Y2), the transformed coordinates (XP1, YP1) and (XP2, YP2) are
computed using

wml = alfl v [
Next, a digital approximation to the straight line joining (XP1, YP1) to
XP2, YP2) is found using a routine '""JOIN". The row and column
coordinates of the points on this line are stored in arrays IWR and IWC.
The number of such points after one call to JOIN is given by K. The
total number of points computed and held in the array IRC is given by
NTOT-1. Now, if there are any points (IWR(I), IWC(I)) which are

identical to points in IRC, then they are eliminated and K is corrected

accordingly., If NTOTHK © MAXCH1, then IWR, IWC  aire moved into
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IRC and XTOT is sct to NTOT+K. Ctherwise, the parts of IWR, IWC
corresponding to the first MAXC+1 - NTOT poiats are moved into IRC

and the array IRC is cusiped on the direct access device 90 as two records
of leagth MANC each. Now, the remainder of IWR, IWC is moved into
IRC and NTOT is changzed to K - (MAXC - NTOT). Also IDUM is set to
IDUM+1.

After all the records have been processed, NTOT is changed to (NTOT-1),
the data in IRC are dumped on Unit 90 as two records of length NTOT
each and IDUM is setl to IDUM~1.

COMMENTS: None

LISTINGS: The listings for GETC1 follow along with GETC2 and the

subroutines required.
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GEOMETRIC TRANSFORMATION OF CURVES - 11

NAME: GETC2

PURPOSE: To rearrange the row and column coordinates on the direct
access file (produced by a routine such as GETC1) in SLIC format and

write on a sequential file.

CALLING SEQUENCE:

CALL GETC2(IDUM, IA, IDA, ISEQ, ISKIP, MAXC, MINR, MAXR,
NWDS, IRC, NTAPO, IRMN, IRMX, ICMN, ICMX)

where

IDUM = Number of sets of row and column coordinates to be read
from the direct access file (Unit 90).
= 1/2 (Number of records on the file) (input)

“IA is an array dimensioned (IDA,5) with MINR, MAXR, ISEQ,
NWDS and ISKIP equivalenced to IA(1,1), ..., IA(1,5),
respectively.

IDA is a number greater than or equal to IDUM. (input)
ISEQ, ISKIP and IRC are work arrays.

MAXC = Maximum core capacity available for reading the row and
column data. IRC is dimensioned (MAXC,2), (input)

MINR, MAXR = Arrays containing the minima and maxima of row
coordinates in each of the ""row records" on the input file (input).

NWDS = Array containing the number of words to be read from
each of the "row (or column) records" on the input file (input).

NTAPO = Logical unit number of the output sequential data set
(input).

IRMN, IRMX = Minimum and maximum row coordinates for the
entire image (output).

ICMN, ICMX = Minimum and maximum column coordinates for the
entire image (output).
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7.1
7.2
7.3

8.1

8.2

INPUT-OUTPUT

The input data for this routine is on a direct access file (Unit 90) which
has 2*IDUM records. The input value of NWDS(I) indicates the number
of words of relevant data in the (2*1—1)_St and the (2*I)th records. Each
odd numbered record coniains the row coordinates followed, in the next
record, by the corresponding column coordinates. The row coordinates

must be in ascending order.

The output consists of IRMX-IRMN+1 records written in SLIC format on

unit NTAPO, the first record corresponding to the IRMN'th row of the

image.

EXITS: No nonstan_dard exits. However, there is an error exit in the
case where the supplied MAXC is not sufficient to handle the data. In

this case, an error message is printed and IRMX is set to IRMN-1,

USAGE: The program is in FORTRAN IV and is implemented on
IBM 360/65. An IBM 7094 version is also available.

EXTERNAL INTERFACES:

System Subroutines: IBCOM#
Other Routines Called: VMINI4, VMAXI4, SORT, VMOV

External Storage: None
PERFORMANCE SPECIFICATIONS:
Storage: C3C Hexadecimal bytes

Execution Time: Depends on the size and content of the input file. A test
for the geonictric correction of TARCOG county boundary data consisting
of 1553 records with approximately 12000 boundary points took about

four minutes with MAXC=7995.
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8.4

10

11

12

I/O Load: None
Restrictions: None
METHOD:

A flow chart describing the steps in the routine is shown. .

Briefly, the algorithm consists in (i) reading as much of the data as
possible into core, (ii) sorting them in ascending order of row coordi-
nates, (iii) finding the largest row coordinate R in core that has no
unread parts on the input file, (iv) reformatting and writing the column
coordinates corresponding to the data in core whose row _coordinates are
less than or equal to R and (v) repeating steps (i) through (iv) until all

the data are processed.

COMMENTS: None

LISTINGS: The listings for GETC1, GETC2 and the subroutines required

are attached at the end 6f this section.

TESTS: The routines GETC1 and GETC2, in combination, have been
tested using test patterns and on the TARCOG county boundary map.
Visual inspection of the picture of the corrected TARCOG county boundaries

superposed on a land use clgssiﬁca_tion scanner data indicates accurate

. performance of the programs.
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(sran)

FORi=1,1DUM
ISEQ (1) =1, ISKIP (I} =0

Y

IRMN = Min (MINR(1), 1 =1, IDUM)
IRMX = Max (MAXRI{l), | = 1, IDUM)
N = MAXC; IPASS = 1

A

SORT MAXR, ISEQ, NWDS, ISKIP
@-——» WITH MINR AS KEY

(MINR TO BE ARRANGED IN ASCENDING ORDER)

[ )
nn
- O

l 1
K =MIN (NWDS(l}), N —-J + 1}

\

READ K ROW AND COLUMN

COORDINATES INTO IRC FROM THE ISEQ(1)'TH
PAIR OF INPUT RECORDS, SKIPPING
ISKIP(1) COORDINATES. READ

{K + 1)'ST ROW COORDINATE INTO NEXTR.

YES.

MINR(l) = MINR(IDUM) + 1000000

NO

[ MINR(U) = NEXTR |

Y

NWDS(1}) = NWDS(1} — K
ISKIP{1) = 1SKIP{1) +K
d=J+K

YES

JS N&l <I1DUM

FLOW CHART FOR GETC2
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NO NW = J — 1 = NUMBER OF (ROW,

COLUMN) COORDINATES READ

YES

JJ=NW —N
= NUMSBER OF OLD
COORDINATES STILL IN CORE

Y.

NW=JJ+J -1

= NUMBER OF COORDINATES
IN CORE FOR THE PRESENT
PASS

J>N

NO

MORE COORDINATES WERE PROCESSED
AND WRITTEN OUT ON TAPE

DURING THE LAST PASS THAN

WERE READ IN DURING THE

CURRENT PASS

l

LEFT-SHIFT JJ OLD COORDINATES
(STARTING FROM IRC (N + 1, *))_
TO LOCATIONS STARTING FROM
IRC (J, *).

 J ﬁ’

IPASS = IPASS + 1

|

SORT THE NW COORDINATES IN CORE
ARRAMGING ROW COORDINATES IN
ASTEMDING ORDER
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¥

MROW = Min (MINR(l), 1 =1, IDUM)
= MINIMUM ROW COORDINATE NOT
READ INTO CORE

A

N=Max {M]| 1< M < NWANDIRCM, 1) < MROW}

N Founp >—12 PRINT ERROR MESSAGE

;

IYES
| tRMN = 1RMX +1 |

REFORMAT AND WRITE THE
FIRST N COLUMN COORDINATES

ON OUTPUT FILE AS IRC(N,1) — ,@
IRC(1,1) + 1 VARIABLE LENGTH
RECORDS

y

ICMN, 1CVMIX = MIN, MAX OF COLUMN COORDINATES WRITTEN OUT

FIND | SUCH THAT
1< 1 < IDUMAND
NWDS (1} #* 0

NO

G
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. H DCC@- — —-——-—- NSMAXC - - - - L TR - - e e e e e e
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. . ...c____ . e - [ e e e —————rr—e s
LN ON16 NREC=0
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C
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D76 IFUIRCEJ 1 3.EQ.IRC{J*1,1))60 TO 70 C ittt i it
)G18 JJd=J=-Jl+1
079 ——————-NREC*NREC + 1 - e em e - R -
RISH Y HRITE(NTAPU)JJ.(IRC(L.Z).LtleJl
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s fih 0687 125IRC{J1,1) : : -
1% Y088 o 4J=0 . : e e cm e ——
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. 1318 CALL VHOV(IWR,K,IRCINTOT,1}) . Ce -
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Noni2 MAXREIDUMISIRCINAXC,E) . !
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5-5 SUPERPOSITION OF BOUNDARIES
5-5-1 THINNING OF BOUNDARY IMAGES
1 NAME
PEELS
2 PURPOSE
Starting with the output of a microdensitometer digitizing a boundary image,
to apply a given threshold of density and reduce the thickness of the boundary lines
by "peeling' their outer layers while preserving the distinctness of regions separaled
by them.
3 CALLING SEQUENCE

where

4

4.1

CALL PEELS (NTAPI, NTAPO, NREC, NEL, IT, MPASS, MDEV,
NDEV, LX, LY, IBDY)

NTAPI, NTAPO are the logical unit numbers of the input and output sequen-

tial data sets;

NREC, NEL are the number of records and the number of pixels (bytes)
per record in the input image;

IT is a threshold on density; if IT is positive (negative) all points with
densities = IT (< IT ) will be regarded as boundary points;

MPASS is the maximum number of iterations permitted (see Section 9,
Method);

MDEV, NDEV are logical unit numbers of two direct access scratch
data sets defined as indicated in the listing of PEELS;

LX, LY, IBDY are scratch arrays with LX, LY dimensioned as indicated
in the listing and IBDY dimensioned NEL.

INPUT-OUTPUT
Input

The input image should be on a sequential data set with unit number

NTAPI and consist of NREC records and NEL bytes per record, each record

corre

sponding to a line of the digitized image and each byte, to a pixel. All other

inputs are as indicated in the calling sequence.
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4.2 Output

The output of this program will be on unit NTAPO as a sequential data
set with NREC records. The records will be in SLIC (scan line intersection code)
format. That is, the first word of the I'th record indicates the number of words
that follow and each subsequent word is a column coordinate of the intersection
of the I'th scan line with the boundary image.

4,3 File Storage

This program requires two direct access scratch data sets to handle the
intermediate iterations of the boundary data. The sizes of these data sets are
indicated in the listings attached.

5 EXITS
No nonstandard exits.
6 USAGE

The program is in FORTRAN IV and implemented on the IBM 360 with the
H compiler. The program is in the user's library as a load module.

7 EXTERNAL INTERFACES

This subroutine calls several subroutines and the linkage is shown in the
following table.

g PERIORMANCE STECINICA 'IONS
8.1 Storage

The subroutine PEELS is 1458 bytes long. However, including a driver
(whose size depends largely on the dimensions of LX, LY, IBDY which are
functions of NEL), the required subroutines and the buffers the program needs
approximately 70K for handling NEL =2100.

8.2 Execution Time

The execution time is highly dependent on the size and complexity of the
boundary image, the thickness of the boundary lines and the maximum number
of passes (MPASS) requested. In the case of the Mobile Bay GTM (a 4000x2100
level II map with boundaries 3 and 4 pixels thick) the initial thresholding and
reformatting took abhout 10 minutes and the subsequent i terations about 6 min-
utes each, with a final reformatting and copying step taking about 7 minutes. Thus,
with MPASS =4, it takes about 40 minutes of CPU time to pirocess the image.
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Calling Program Program Called

PEELS PET
SARN*
VLTHR
CMPRES
DAWN*
PEELER
DARN
EXPBDY

CMPRES ISTORET

PEELER SVSCI
PEELR1
PEELRO
J DAWN*
r_,__.-

EXPBDY ILOADT

PEELR1 DARN
BLSFTV
BRSFTV® _‘

PEELRO IOR*
ICOMP1t
IAND*
BLSFTV

DLSFTV . ILOAD™
ISTORE+

BRSFTV ILOADT
ISTORE™

* Entry under DARN

+ Logical function available in the user's
library under a main member name LOGFUNC

o Entry under BLSFTV
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8.3 Restrictions
None
9 METHOD
The program has three major steps:

i) Thresholding, compressing and writing on a direct access unit.
(ii) Iterating to ''peel” boundaries.
(iii) Changing to SLIC format and writing on output sequential data set.

9.1 Thresholding and Compressing

The routine SARN reads each record (of NEL bytes) of the input data set
into the array LX. The routine VLTHR thresholds each of the NEL bytes in LX.
A logical vector LY is defined as follows:

IF (IT.GE.0)LY() = LX(I).GE.IT
IT (IT.LT.0)LX() = LX(I). LE.IABS(T)

for I=1, NEL.

The routine CMPRES is then used to pack the information in LY into the
first NEL bits of the array LX. The I'th bit of LX is "'set" if and only if LY (I)
is .TRUE..

The compressed boundary information is then written on the direct access
unit MDEV using the routine DAWN,

9.2 [Iterating to Peel

The main peeling routine is called PEELER. The input to this routine is
from MDEV whenever IPASS, the iteration number, is odd and the output then will
be written on NDEV. When IPASS is even, the input and output designations are
interchanged. One call to PEELER removes one '"layer'" of the thick boundaries
from top, left, bottom and right.

To decide whether a particular boundary point should be deleted (i.e. the
bit corresponding to it changed to 0), we examine a 3x3 neighborhood centered
around the point, Consider the array

|
-0 C
-0
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where each letter represents a binary pixel. It is to be decided whether e, which
is presently equal to 1 should be changed to 0. The conditions for a 'top peel' will
be derived below and those for peeling from the other directions follow by symmetry.

First of all, e should be a top boundary point. That is, there should be
no boundary point directly above e and there should be a boundary point below e.
Therefore b=0 and h=1 are necessary conditions. Suppose bh=1. (Here, b de-
notes the complement of b). Then, we need only check whether e is a nonessential
boundary point, that is, whether two 0's in the 3x3 array which are disconnected

will stay disconnected where e is made 0. Connectivity, in this context, is defined

as the existense of a nath not includine 1's and consisting onl_y of horizontal and

A LT TALSLO LT pavii LV ruliiily & alill CLLSIS LLLILU

vertical segments.

bh (a+d) (c+f)=1.
Equivalently, to perform a top peel we set
e=e (b+l—1+aa+07f).

It is convenient to implement the above equation by employing bit manipulation
routines operating on pairs of 32 bit words, thereby performing the top-peel
operation in parallel on 32 pixels. This is done by using the "current" array
in place of e, the "previous' array for b, the '"'next' array in place of h. Also,
the previous, current, and next arrays are right (left) shifted by one bit ard
used for a, d and g (¢, f and i) respectively in the peeling formulas.

The routine PEELER minimizes the movement of data in core by using
circular buffers for storing the ""previous, current and next'" arrays. An array
J dimensioned 3 is used to store the indices pointing to these arrays (J(1) —=
previous, J(2) —m current, J(3) — next) and after finishing each record.
only the array .J is updated.

Also, top, left, bottom and right peels are performed one after the other
by just one pass through the data (thus minimizing I/0) by storing the intermediate
results in core and operating with a phase lag.

When the I'th record LX is read from the input data set (see PEELR1),
BLSFTV and BRSFTV are used to generate arrays LXL and LXR with the bits
in LX shifted by one hit to the left and right, respectively. Next, the (I-1)th record
is peeled from the top. The top-peeled output of the (I-2)nd record is peeled from
the left. The top-and left-peeled output of the (I-3)rd record is peeled from the
bottom. The top-, left- and hottom- peeled output of the (I-4)th record is right-
peeled and written on the output data set. Also, whenever any pecling is done other
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than from the right the output is shifted to the left and right by one bit and the
results are stored in the appropriate core locations pointed by J(3), K+ 1.

The routine PEELRO with the appropriate ISIDE will perform the peeling
of one record. The above operations performed for I=1, NREC +4 will complete
one iteration of peeling, constituting one call to PEELER. The number, NP, of
words of input that were changed is counted during each call to PEELER. If NP=0
or the number of calls to PEELER has been MPASS, the iterations are stopped.

9.3 Converting to SLIC

Each record is read from the last scratch unit on which the output image
was created. The routine EXPBDY is used to sense each bit in the record. The
bit number of each 1-bit is stored in IBDY. The total number, N, of 1-bits
followed by N words of the array IBDY are written on unit NTAPO.

10 COMMENTS

On large images this program takes a long time to execute. To avoid loss
of data on long runs it is suggested that the direct access data sets be saved
so that, with slight modifications, the routine PEELS can continue where the last
run stopped due to insufficient CPU time.

11 LISTINGS

The listings of PEELS and most of the associated routines are attached at
the end of this section. The routines not included are: PET, a routine used for
printing time elapsed between sections of a program; SVSCI, a routine which sets
all elements of an array to a given constant; DARN and the associated entry points
for array read/write and the logical functions under member name LOGFUNC,

12 TESTS

The program was tested on a small portion of a boundary image, the image
printed before and after peeling and was found to work satisfactorily.

229



1SN
15N

ISN

1SN
I'SN
ISN
I SN
ISN
ISN
1SN
ISN
ISN
1SN
15N

0co2
0003

0006

0Co5

0Cc06

0007
oees
6co9
0010
o1l
012

co13

c014
0616

0018
0619
0020
co22
cea3
0024
0025
0c27y
onzs
€029
0030
0031

€032

€033
0034

uLue
0003

0co4
060s
ccny
0008,
0009
col1
0012
0013
0014

[aXaRaNal ]

___CALL SARN(NTI,LX,NEL)

SUlRDUTlNE PEELS(NT!nNTD'NRECcNELvlT MPASSosMDEV,NDEV,LXoLY, 1BDY).
DIMENSION LX(l'.LV(ll.ldDV(l)

" 'DIMENSION LX{36*((NEL~ 117324100 oLYLINEL~ ~1)74¢1)

DEFINE FILE MDEVINREC ) INEL-11/32¢#1 U 1AV
DEFINE FILE NDEVINREC,{NEL=11/32¢1,U,1AV2)

N={NEL-1) /32+1
CALL PET(2)
D0 10 I=1,NREC

CALL VLTHRILX,NEL,IT,oLY)

_ .. LX{NY=0 o e S

10

20

. 30,

coles. .

0017

40

100

AN An

20
10
30

CALL CMPRES(LY,NEL, LX)

CALL DAWN(MDEV,1,LX N®4)

CALL PET(2)

DO 20 IPASS=1,MPASS

IF{MOD(IPASS 204 EQe1)CALL PEELERIMOEV,NDEV,NRECoNoLXoLX(12%N®1),
LXT24%N+101 LY NP)

IFIMOD(IPASSe2) e EQ.O)CALL PEELERINDEV,MDEV  NRECNoLXo LX(128N¢1),
LX(242N¢1) JLY,NP)

PRINT 1G0,1PASS,NP

CALL PET(2)

IF(NP,EQ.0}GO TO 30

CONTINUE

IPASS=MPASS

JDEV=NDEV o

[F(MOD(IPASS 20 o EQ.0) JOEV=NOEY

DO 40 I=1,NREC e

CALL DARN(JDEV, I,LX,N*4)

CALL EXPBDY(LX,NNEL,IBDY, 4}

WRITE(NTO)Jo{1BDY (L) oLxl,J)

CALL PET(2)

DE THIDN
RU T URTY

. FORMAT(SX ‘DURING PASS NUMBER®13,* THROUGH PEELER'I6,* WORDS OF COM __

CIF ITeGE«Ny LX(IV.GELIT IMPLIES LY(IM=T.. IF 1TCO LXfID.LE.IABSCIT)  _

=PRESSED BCOUNDARY INFORMATION WERE CHANGED.*)
END

SUBRUUTINE VLTHRILXsN,IT,LY)
LOGICAL*Y LXUND) oLYIN) yF/ FALSEL/ 9T/ TRUE./

THRESHOLD A VECTOR LX OF 8 BIT INTEGERS TO GET A T~F VECTOR.
IMPLIES LY(I)'T.

ITT=1A8501IT}
IF(IT.LT. 0160 TO 10
00 20 1=1,N

LY{I)=F

TF(LXCI) GELITTILY (T ) =T
RETURN

DO 30 Is=1,N

LY(])=F
TFILX(I D LEL ITTILY (1) =T
RETURN

END

230



ISN CrQ2 SUBROUTINE CMPRES(LX,NEL,LY)

ISN 00N3 LOGICAL®]l LX(NEL!}
1SN 0004 B DIMENSION LY(1}
ISN C0CO0S JHRD =1
- ISN nQ06 . J8lT=33 _
ISN CGI7 00 10 I=1,NEL
. 1SN (COS8 ) _ JBIT=JBIT=1
ISN 0C09 " IF(JBIT.NE.OIGO TO 20
1SN 0C11 . .. JBIT=32 . .
ISN C012 JHRD=JHRD +]1 )
ISN CC13 . 20 Ix=txeiy . . e e
ISN 0014 LY(LJWRD Y= ISTORE(IX,LY(JWRD) ¢JBIT»1)
ISN 0015 10  CONTINUE .
1SN CO16 RETURN
1SN 0017 ) END
TSN CCN2 SUBROUTINE PEELER(FMDEVINDEVNREC)N JLXyLXRsLALy LY, NP)
ISN 0003 DIMENSION LXUNg3,4) LXRUINg3padoLXLENe3 &), LY(NDyJI(3)
ISN 0NQe _ NRECI=NREC+1
ISN NCOS . * NREC2=NREC+2
ISN CCN6 ) . NREC2=NREC+3
ISN GCO7 NREC4=sNREC+4
1SN 0008 S Jd1)=1
ISN 0009 Ji2)s2
I'SN CO10 S dt3)=3
ISN 0C11 CALL SVSCI(LX,N*12,0)
ISN CO12 o CALL SVSCI(LXR,12*N,0) o
ISN €013 CALL SVSCI(LXL,12%N,0)
ISN 0014 ~ NP=Q
ISN CO15 . 00 10 t=]1,NRECA
ISN 0Clé DO 20 K=1,4
ISN 0C17 IF(I.LE.NREC+KIGO TO 20
ISN 0019  CALL SVSCIULXU1l,4J(3V,KVyNeOY . *
ISN (G20 CALL SVSCI(LXR{1,J(3)4K),yN,0)
I'SN C021 CALL SVSCIELXL{1,J(3),K)sN,yO0)
ISN 0022 20 CONTINUE
ISN 0023 IF{ I LE«NREC)CALL PEELRYI{MDEV I +sLXsJeNoLXRyLXL)
ISN 0025 IF(1e0GT+s1.AND.1.LE.NRECL)
o e CALL PEELROGLX(191 9 ) yLXRE o110 LXLCYy191)9JdyNyl,y .
) . LXE19d03)22) JLXRUL 4 JU(3)42) oLXLIL,J(3),2)4NP)
ISN CC27 . U IFU1eGTs2.AND.I.LE.NREC2)
. CALL PEELROILX(I L 920 oL XR{1o1 920 ol XLU1o1,9209Jd9Ny2,y
. L _e LXE19d03),3)oLXR(LIsJU3D43) oLXLU1,J(3),3),NP)
ISN €029 IF{I«GTo3.AND.I.LE.NREC3)

. CALL PEELROULXU1 o1 930 LXRI1p1930oLlXLE2e1930gJdeN,y3,
XL od(3),00 gL XRE1oJ(3) &)yl XLUL,J(3),4),NP)

ISN 0031 C IF(1.6T.4)
o  CALL PEELROCLX{1¢1 460 LXR{p1e4) o LKL pLo4)pdoNoby
e LY,0¢0,NP)
ISN 0033 “IF(1.G6Te4)CALL DAWN{NDEV, I=4,LY ,4*N)
ISN 0035 DO 30 K=1,3 _ L
ISN C036 30 JUKI=MOD{ JEKD 43041
ISN 0037 10  CONTINUE
ISN 0038 RETURN
ISN 0039 END
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ISN Q002
ISN 0C03
ISN 0004
1SN 00nS
ISN GCOb
ISN 0008
ISN 0009
ISN 0010
ISN 0C11
ISN 0r12
ISN 0013
ISN eCl4
1SN 0015
1SN COl6
ISN 0617
ISN 0C18
1SN 0C19
ISN 0020
1SN 0r21
1SN 0C22
ISN (0023
1SN 0C24
1SN 0025

ISN 0C26
1SN €027

R

ISN €029
ISN €030
ISN 0032
ISN 0033
ISN 0034
ISN 0035

1SN
ISN
ISN.
TSN
1SN
1SN
1SN
1SN
1SN
1SN
1SN
ISN
ISN
ISN
1SN
1SN

ISH
ISN
I SN

orne
0003
0CI&

10

30

40

50

60

cens
o006
0co7
0008
GCo9
ce10
ooll
op12
0013
0014
0015
0016
Gorv

orde2
cco3
ooce

ISN 0COS
IsSN 0006
ISN 0007
ISN 0008

CIVCT)=ILOADCIX(I+10,32,1)

10

"ENTRY BRSFTV(IX,NsIY)
CIVC1)=1LOADCIXI1)432,31)

CIVCII=ISTORECIX(I=1)oIY410,32,1)
_ RETURN

SUBROUTINE PEELRO(LXoLXRoLXL g o N ISIDE oLY s LYRSLYL oNP)

DIMENSION LX(N.3|.LXR(N.3D.LXL(N.;!.LV(N!.J(3t,lu(sl.LVR(ND.LVL(NO
DO 60 I=1,N

Lyt Di=Lx(1,412))

IF(LY(I ). EQ.0)GOD TO 60

GO TO (10420930,40}),I1SIDE ’
INC13=I0RILXETJ(1) ), ICOMPYILX(IJ(30),32,32))
lH(Zl'lAND(LXB(IuJ(ll'vICUHPl(LXR(loJ(le.32.32!!
lH(B)'lAND(LXL(l'J(llD.ICUHPI(LXL(I Ji2))e32,32))
60 T0O 50
IWGLY=TORCLXR(I ¢ J(2)) o ICTOMPYIILXLIT o J(200,432,320)_
IWE2)=TANDILXR(L o J(1) ) ICOMPLALXLTI yJ(1)),32,32))
IWE3)=IANDILXRET yJ(3) ), ICOMPIALX(T 4d(3}),y32,32))
G0 10O SO

TW(1YI=TOR(LXCEJ(3)),1COMPIILXCTI Jd(1))},432,32)) _
IWC2)sTANDCLXRET o J(3) ), ICUMPLILXR(T »J12)),32,32))
IW(3)=TANDILXLUI o J(3) ) ICOMPLIILXLET 4 J(2)3),32,320)
G0 TO 60
INC1)=I0RELXLIT g J(2) 0 ICOMPLILXR(T 4 J(20),32,32))
IW(2)=Y ANDOLXLUT yJC1) ) ICOMPLUILXET o J(L0V,32,320)
CIAC3)STANDUILXL(T yJE3)) o ICOMPLUALX(I4I(3)),432,32))
INCL)=I0R(IW(LY 4 IW(2))}

IW(1)=I0RUIWLEL)Y o1 A(3))

LYUID=TANDILY{T),IW(1)})

TFOLXI] s d(2))oNEcLY({I)INPaNP+]

CCNTINUE

IFCISIDE.EQe4IRETURN

CALL BLSFTV(LY,N,LYL)

CALL BRSFTVILY,N,LYR)

RETURN

END

SUBROUTINE BLSFTVIIX,NyIY)
DIMENSION IX(N),I1Y(N)
N1z=N-}

00 10 I=1,N1

IYCIY=ISTORECIX(E)2IVIID932,31)
IY(N)=O
IVIN)=ISTORE(IX(N)sIY(N},32,31)
RETURN

DO 20 I=2.N
IVUII=TLOADCIX(I)432,31)

END

SUBRUUTINE PEELRI(NDEV ¢l oLX sJdoNoLXRyLXL)
DIMENSION LXUNy3)oLXRINg3) yLXLINy3},J(3)
CALL DARN(NDEVsI oLX(12J€30),N2s)

CALL BLSFTVILX(19J(30) o NoLXL(Lydl3NN}
CALL BRSFTVILXI1,43(3)),NoLXRIL,J(3D))
RETURN

END
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1S €002 © T SUDAGUYINE sxpaov(Lx.M,NEL,xuov,J) _ . o :
181 0909 DIRENSIGN LY INI o38DY(1) . ‘ . ;

§31 €206 . .- - LBGICAL ILOAD . L . o
IsH oons . JHRD=} : : :
IS rC06 o JBIT=33 e et e - e s
ISN 0007 Jz0
ISN 0G0 .. DO 10 131,NEL e e i
ESt 0009 < JB1T=JBIT=1 :
ISt o0in CIF{JBIT.NE.0)GO TO 20 . - ;
TSN C012 JBIT=32 .
ESN 0013 . JHRD=JWRD®1 _ . _ B
ISN o014 20 IFL.NOT, ILUAD(LX(JHRD)oJBXTleiGU Y0 10 - 5
1SN 0016 ) _Jd=get N e e sl :
sy 0017 18DY(J) =1 )
ISN 0018 _ 10 .. CONTINUE . . . e e e e e e e f i
184 CO19 RETLAN )

LM 0020 BN e e e e e e e

H
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5-5-~2 FINDING DISCONTINUITIES IN BOUNDARY DATA

1 NAME
BOUDIM
2 PURPOSE

To find the discontinuities in digital curves stored in SLIC format.
3 CALLING SEQUENCE
CALL BOUDIM (IBDY, NTAPI, NREC, NEL, IRC, ND, NDIS)

where

NTAPI is the logical unit number on which the input boundary data
are stored;

NREC is the number of lines (records) in the input data set;
IRC is the output array of coordinates of the discontinuities;

ND is the maximum number of discontinuities expected [IRC
is dimensioned (ND, 2)];

NDIS is the output integer giving the actual number of dis-
continuities found.

NTAPI, NREC, NEL, ND are inputs to this routine IRC, NDIS are
outputs.

4 INPUT-OUTPUT
4.1 Input
The input data should be on logical unit NTAPI as a sequential data set
consisting of NREC records. Each record should consist of the coordinates of

the intersection of the corresponding scan line with the boundary image written
as

J, X@, I1=1,d)

where J is the number of such intersections and IX(I) are the coordinates.
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4.2 Output
The output of this program is only through the calling sequence.
4.3 File Storage
None
5 EXITS
No nonstandard exits.
6 USAGE

This program is writtén in FORTRAN IV and is implemented on the IBM 360
with the H compiler. It is available on the users' library as a load module.

7 EXTERNAL INTERFACES

The linkage with other subroutines needed with this routine is indicated in
the following table.

[ A

Calling Program Program(s) Called
BOUDIM BOUDIS
BOUDIS JCOUNT

8 PERFORMANCE SPECIFICATIONS
8.1 Storage
This program is 834 bytes long. Including the external references listed
above, the storage needed will be 2578 bytes (excluding the calling program which
should provide storage for the arrays IRC and IBDY).
8.2 Execution Time
TBD

8.3 I/0 Load

None
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8.4 Restrictions
None
9 METHOD

The routine BOUDIM simply handles the /0 needed for finding the discon-
tinuities. Connectivity, in this context, is defined in terms of the eight nearcst
neighbors of the point under consideration. Therefore, while examining the ith
record of data, it is necessary to have the (i-1)st and (i+1)st records in core.
The movement of data in core is avoided hy using a circular huffer IBDY dimensioned
(NEL, 3) and indexed by the pointer array IND dimensioned 3. Initially, IND is
set to {1, 2, 3} . Always, IND (2) points to the current row. The numbers of
boundary points in the three rows stored in core are in (NB(IND({)), =1, 3).
The routine BOUDIM starts by reading the first record into IBDY (*, 2). Then,
for I=1, NREC the (I+1)st record is read into IBDY (*, IND(3)). The (NREC+1)th
record is undefined. Therefore, in that case, NB (IND(3)) is simply set to 0.

The routine BOUDIS is called to determine the coordinates of the discontinuities
on the I'th record. Then the pointer array IND is updated.

The functioning of BOUDIS is as follows. Each of the boundary points in
the current record is treated as the point e in the following array.

a b ¢
d e f
g h i

The number of boundary points in this array excepting e is called the conneclivity
count of e. The connectivity count is calculated by examining the arrays IBDY
(*, IND(2)), IBDY (*, IND(1)) and IBDY (*, IND(3)), stopping the calculations
when the count equals 2. If the count is smaller than 2, then the point e is a
discontinuity. The row and column coordinates of e and the continuity count are
then stored in (IRC(NDIS,K), K=1, 3).

10 COMMENTS
None
11 LISTINGS

The listings of this routine, with BOUDIS and JCOUNT are attached at the
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12 TESTS

This program has been tested in conjunction with SMOB2, a smoothing
routine documented in the next section.
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1SN 0002 SUBROUTINE BOUDIM(IBDY NTAPI,NREC,NEL, IRC,NDyNDIS)
c
L EIND DI SCONTINUTITIES ON BOUNDARIES GIVEN THE - INFO. ON NTAPT ll SLIC
c FORMAT.
C
ISN 0003 DIMENSION IBDY{NEL,3),IND{3),NB{3)}
1SN 00D& DIMENSION IRCIND,2)
ISN 0005 DD 10 1=1,3
1SN 0006 IND{T)=1
ISN 0007 10 NB(I)=0
_ISN 0008 READ(NTAPJINARD ,(JHDV{,1,2) , 0= ,NR2)
1SN 6009 N8 (2)=NB2
LSN_0010 NDIS=0
ISN CD11 DO 20 i=1,NREC
Ve j= ]
ISN 0014 IF(I.EU.NRECINB3=0
1SN 0016 NBLIND{3)}=NR3
ISN C017 CALL BOUDIS(IBDY ¢IND¢NBoNELyIoNDIS+1RC,ND)
1SN DpYR 0o 30 J=1,3
ISN €019 30 IND{J)=HODIUIND( J) 43) +1
1SN o020 20 CONTINUE _ : .
" ISN 0021 RETURN
— 1SN_0D22 EXD

s ISN. Q0002 SUBROLYINE BOUDISLIBDY.qI1NU,NBeNEL IR NDIS,IRCeND)

ISN 0003 DIMENSION IBOY(NEL,3)2INDI3),NB(3}
ISN 000& _DIMENSION IRCI{ND,3)
C: . .
c 18DYLJo IND(T1 2, =2 . NBLINDL]IM) ARE THE BOUNDARY- COORDINATES IN-FHE—
C PREVIOUS, CURRENT AND NEXT LINES FOR I=1,2,3 RESPECTIVELY.
—C- EIND THE DISCONTINUITIES AT -THE CURRENTLINE,— A DISCONTINUVITY
ji IS DEFINED AS A BOUNDARY POINT NOT CONNECTED TO AT LEAST TwO OTHER
BOUNDARY PDINT
C IT 1S ASSUMED THAT THE BOUNDARY PQOINTS IN EACH ROW ARE IN ASCEND-
£ ING _OROER
C
! 1SN _009S NB1=NB{IND(1)}
' ISN 00D6 NB2=NB{IND{2)}}
! 1SN 0007 NB3I=NB{INL(3})
' ISN 0C08 IF(NB2. EQ.O)RETURN
! 1SN 0010 00 10 3:1 ,NRD
! ISN 0011 1COLNT=0
! 1SH 0012 —IF(J.GT. 1. AND.JBOV(J, mewwr-
! ICOUNT+1 _
: ISN 0014 *YE(1.1T.NB2. AND. TBDY{e1, IND(2) 1= 1ROV (4, IND(211.EQ.1) ICOUNT=
' . ICOUNT+1
' 1SN _0Q1s TE(ICOUNT GEL21G0 TO 10
' ISN o018 . IF(NB1.NE.D)ICOUNT=
: o _1COUST+ JCOUNTLIBDY L IND(2) =10 8NEFL &2, { INDEL)=1)oNFL 1, (IND(1)=1)
, . eNEL+NB1)
— 1SN Q020 IFLICOUNT.GEL2)G0_TD 10
. ISN 0022 IF(NB3.NE.O) ICOUNT=ICOUNT+
JCOUNT(IBDY,{IND{2)=1)#NELs J, [IND{3I-1)ONEL+), (INDI3)-1)eNEL+NBI
R : ; o
' 1SN 0024 16 ICOUNT ., GE, 2060 TO 10
' ISN 0026 NDI S=NDIS+1
* ISN 0027 WRITE(6 .1 00INDIS+IR.IBDY (I, IND(2)) 4 JCOUNT
i ISH 0628 IRCINDIS,1)2IR
° 1SN 0029 IRC{NDYS,2) =IBOY( I, INO{2})
' ISN 0030 IRC(NDISy3)=ICOUNT
! ISN 0011 10 CONTINUE
! -ISN 0032 RETURN
¢ ISN 00133 100 FORMAT({® DISCONTINUITY NO.'[5.% AT ‘llgltlllﬁllll ICQINT"IE-'-'
: 1SN 0034 END




i

ISN M2 - o e FUNCTION YCUURTLT X pdpdlypd2) = o oo s oo -~ 00060 ¢

1SN uur3 DIMERSTUN 1X(1) ' ) JLedalale
: G JCRUNT e fue cUF-VALUES UGRS3 SULH - THAT—J1aLE edJebBodderm -+ mormee— SGGO0C6G30
c Ao 1A8SCLIX{J)=-1X{JJ)).LE.] CLlLCR40 °
‘ESh O34 I GUNT 8 mmme = e = e e - - - N, TR LY S,
ISV s [F{olLToJ2)IKETURN . W . S LOrLLreG (
188 DL1T =0 mmem e K@ e s e - < LETUEL TR
1SN 0703 0L 10 JJaJdl.92 - LOGLUL LG
=15y Qialy s e F L IX{ JEr= i A ) ek el o T3 e LG LN Y e
Psn 201 IFUIA(II)=1X{J)euTo1)6G TO 2€C : . oL lin
- 19N GC13 - nenel - S DM S B ¥ S
196 C™1a 10 CURTINLE | . ) L : :£3C112C
Iale W15--—= 26 —-=JCuUNT=K - — - GoCol:130
IS8 a:1s Kt Uy : : . T (CLCTISC .
- ISk Q017 2 3 Ti4 - - €CI32¢ 1 e
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5-6-3 SMOOTHING BOUNDARY DATA

1 NAME
SMOB2
2 PURPOSE

To patch discontinuities in a digital curve.

3 CALLING SEQUENCE

CALL SMOB2(IRC, MDIS, IDIS, NDIS, NDEV, IBDY, IW1, IW2, NREC, K)

where

IRC is an input array dimensioned (MDIS, 3) with IRC(I, 1), IRC(I, 2)) giving the
row and column coordinates of the I'th discontinuity and IRC(I, 3) giving its
connectivity count for I=1 through NDIS;

IDIS is the discontinuity number at which the patching should be started (only
the discontinuities corresponding to I =IDIS through NDIS will be patched);

NDEYV is the logical unit number of a direct access device on which the
input boundary data set is located; the output after smoothing is written
back on NDEV.

IBDY, IW1, IW2 are work arrays to be dimensioned as indicated in the
listing attached;

NREC is the number of records in the boundary image;

K is maximum coordinate difference over which the nearest boundary points
are checked for patching a discontinuity. (See 9, Method).

All parameters except the work arrays are inputs.
4 INPUT-OUTPUT

4.1 Input

The input data should be on the direct access unit NDEV, consisting of
NREC records, the I'th record readable by

READ(NDEV'I)N, (IBDY(J,1)), J=1,N).

240




4.2 Output
The output data will be on NDEV in the same format as the input.
4,3 File Storage
None.
5 EXITS
No nonstandard exits.
6 TUSAGE
The program is in FORTRAN IV and is presently implemented on IBM 360
using the H compiler. It is available on the user's library in the form of a load
module.

7 EXTERNAL REFERENCES

The linkdge is indicated in the following table:

Calling Program Programs Called
SMOB2 PATCH3
PATCH3 SVSCI
PATCH1
SORT
ELIRPT
PATCH1 CONTEL
PATCH4
PATCH2
PRTVEC
SORT MVMRMR
ELIRPT VMOV
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8 PERFORMANCE SPECIFICATIONS

The size of SMOB2 is 1068 bytes. Including a main program to supply the
arrays required to handle a maximum of 2100 boundary points per record with
K= 20 and the buffers, this program needs approximately 114K bytes for execution.

8.2 Execution Time

Highly dependent on the image size, complexity and the number of dis-
continuities to be patched. In the case of the Mobile Bay, Alabama level II GTM
which had 4000 records with 728 discontinuities of which about 530 required patches
to be generated, the execution time on IBM 360/65 was about 9 minutes. Since
there is a considerable amount of I/0 involved on the direct access unit NDEV, a
significant improvement in execution time can be achieved by using the array
read/write routines DARN and DAWN wherever implied DO loops have been used
in the subroutine PATCHS3.

8.3 1/O Load
None

8.4 Restrictions
None

9 METHOD

The routine SMOB2 simply consists of a DO loop which calls PATCH3 to gen-~
erate the patch points needed for the L'th discontinuity and prints the details of the
patches produced, with L ranging from IDIS through NDIS.

Consider the routine PATCH3., Suppose (I, ) is the address of the discon-
tinuity at which a patch is to be produced. Then, the records I-K through I+K
(bounded, of course, by 1 and NREC) are read from NDEV, While each record is
read one row of a 2K+1 by 2K+1 binary matrix IW1 is defined. The elements of
the row are initially set to 0 and whenever the (J-K+L)'th column in the present
row of the input image has a boundary point, the (L+1)st element is set to 1.

After defining IW1, the routine PATCHL1 is used to check the array IW1,
eliminate the 1's contiguous with the (K+1,K+l)th element, find the nearest 1
among the remaining and join it to that element by a straight line and store the
row and column coordinates of the points so produced in an array IW2, Further,
if the contiguity count of the point of interest is 0, then the 1's contiguous with
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the point joined to the point of interest are also eliminated and a straight line patch
is produced to the nearest remaining 1.

The addresses in IW2 are then merged with the data on the input direct
access data set by reading the corresponding records of input, sorting the column
coordinates in each record using SORT, eliminating repetitions of column coor-
dinates using ELIRPT and writing back on NDEV,

10 COMMENTS

The routine SMOB2 can be used in conjunction with BOUDIM or indepen-
dently. If used independently, the coordinates of discontinuities may be supplied
by reading a sequential data set produced by a separate run of BOUDIM. If the
program terminates due to lack of time, the execution can be continued by a sub-
sequent run with an updated value of IDIS provided the output data set on NDEV is
kept.

11 LISTINGS

Listings of SMOB2 and the important routines called by it are shown at
the end of this section.

12 TESTS

This routine has been tested by using the coordinates of the discontinuities
produced by BOUDIM on the Mobile Bay GTM. The first 40 discontinuities were
examined in detail by printing the arrays IW1l. The performance of the routine
was found to be satisfactory.
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__LSN 00Nn2

SLBROUTI AE SHUBZ(I&C’MD!SJIDIS.NDIS.NDEV.lBDYzJHl;lHZ.NRECnK)

ISN 0003 COMMON/PTCHAD/11¢J1,129J2,NP
— 1SN 0004 DIMENSION JRC{MDISe20, IBDY(1) oIW](ld,Iw2{1}
C D'N IBOY{(MAX, EXPECTED NO. OF BOUNDARY POINTS IN A LINE AFTER SHODTHING)
C ) : -
C D'N Iwl(K21282),1W2(K21232) WHERE K21=2¢K+1,
o
ISN 0005 D3 20 I=ICIS,NDIS
1SN 0036 CALL EATCH3(IBDY.IRC(I Ll.lRC(l;Z).lRC!I.B) Ke IHY , IH2 . NREC,NDEV )
ISN 0CO7 IFLI2.NEs Q)PRINT 100419 IRCUTI 92} 4IRCUI 20,11,42902042
— 1SN 0009 YE({I1.NFaCaAND, 12, FQ.Q)PRINT 101 ,1,IKRCCI.1),IRCET 200241
ISN 0011 IFCI1.EQ. O}PRINT 102,04, IRCCI41),IRC(I,2)
— 1SN €013 20 CONTINUE
ISN 0014 RETLRN
1SN QD15 160 FORMAT(2XI5.%: (°15,%,'15,%) JOINED TO {*J5,°,°]5,%) AND ('I5,%,"
. 1I54%). )
ISN DD1p 101 FORMATI2XI5,%: (%I6,¢,%]5,%) JUNINED 7D (*]5,%,815,%0),?)
ISN 0017 102 FORMAT(-2XI5+*2: NO PATCH POINTS PRODUCED AT ('I55%,%15,%1.*}
1SN 0018 END .

—IsN ooe2 - 0 SUBROUTENE PATCHI(TH) ¢1W2eMsNelsds ICOUNT)

1SN 0003 COMMON/PTYCHAD/IY yJ19129J2NP
1SN_0004 DATA 1PASS/OZ
ISN 0005 IPASS=IPASS+]

’ o (2-1CGUNT} NGNCONTIGUOUS NEIGHBORS.
C
C SEE .CONTEL FOR DIMENSIONING INFO FOR IwW2.
-
ISN 0008 DIMENSION IW1(M,N},IW2(2,1)
_ISN_0O009 IW2(1,11=1
ISN 0Gi0 IW2(2+1)=J
c
C ELININATE POINTS CONTIGUOUS WITH (1,J).
P
1SN 0011 CALL CONTEL(INl,IN2,M,N)
- -
C FIND NEAREST NEIGHBOR OF (IyJY WHICH IS SET.
¢
ISN 0012 12=0
el edell e dll
C NOW (I1,Jd1) IS THE NEAREST NEIGHBOR.
c
1SN 0014 IFC(ICOUNT.NE.Q-QRs11.EQ.0V60 TO 10
—_ C .
C ELIMINATE PDINTS CONTIGUOUS AITH (11,J1)
s
ISN CC16 IH2(1,10=11
1SN _Q0O0Y72 Iwo2(2. 'll-ll
ISN 0018 CALL CDNTEL(IHI,IHZ,M N)
1SN Q019 CALL PATCHOG{ T WY M Ngl o4 512,020
C NOW (I12,J2) IS THE NEXT NEAREST NEIGHBOR.
1SN 0020 10 _CONTINUE
ISN 0021 MP=0
1SN_QD22 NP=q
ISN 0023 IF(11.EQe O)RETURN
c
C PRODUCE PATCH ADDRESSES IN 1IwW2.
c
ISN 0025 CALL PATCHZ(IHZ,NP,II,JI'I,J)
o ISN_CG26 1E(12, +]1) o MP 2129 J20104)
ISN 0028 NP=zNP+MP
1SN Q029 IE{IPASS. LE, 40) CALL EBI!EC(IHZ.Z NP,2)
ISN 0631 RETURN
JSN an32 —ENOQ
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ISN_C002 ~ °  SUBROUTINE PATCH2(IWeMP eE1led1a22d2) .

ISN 0003 DIMENSION I1W(2,1)
e e o . : - :
C TO GENERATE COURDINATES OF LINE JOINING (11,J1) AND (12,42),
c DIMENSION TW{2,MP) WHERF MP= MAX. NO. OF POINTS EXPECTED T BF .
C PRODUCED. NP= NO. OF POINTS ACTUALLY PRODUCED BY THEIS ROUTINE.
— (N . -
ISN 0C0« IMA=MINO(IL 4120 ¢
ISN 0C035 IMX=MAXO(I1.,X2)~1 .
ISN 0606 JUN=MINOU(J1 pJ2)+1
1SN _C£Co7 JMYX TMAXOL 41 o 42) =1 .
ISN 0008 112=11~-12
IsN OCO9 J12=J41-J2 —_—
1SN 0010 RIl12=J12
ISy CcO11 2200200 RJI2s012 S
ISN 0012 NP2(
ISN 0p113 IEf IMY-TMN, GT, JMY-IMN)GO _TQ 10
ISN 0015 IF(JMN.GT . JMXIRETURN
ISN 0017 D0 20 J=JMN,JIMX . o
ISN 0018 I=11¢{J=J]1)*[12/RJ12+,.5
ISN 0019 NP =NP+1
ISN 0020 [TWd(1,NP)=]
ISN €021 20  1Wl2,NP)=, i [T
ISN 0022 RE TURN
. o
ISN 0023 10 IFEIMNeGT.IMX)RETURN
ISN (028 DO 30 J=IMNGIMX
ISN 0026 NPz=NP+1
1SN 0027 3= j1a{f-11)8412 /R112¢.5
ISN 0028 IW(1,NP =]
1SN 0029 in IM{2,NPY= J o _
ISN 0030 RETURN
1SN (0011 END.

ISN 0Cp2 =~~~ SUBRAUTINE CONTFLUTW) oIW2,MeN} . .

ISN 0003 DIMENSION Iwl(MyN)INW2{2,1)
- (o — —
C THLS PROGRAM ELIMINATES ALL 1S IN Iwl CONNECTED TO THE 1 AT
c (1w 101,1) Fw2(2,1)0, Qw2 SHD BE DI ERF ICE N
C THE NUMBER OF NODES IN THE PJIECE OF DIGITAL CURVE CONNECTED TO THE
C POINT OF INTERFSTa e
C
~1SN D006 K=1 B
ISN 0005 L=1
LSN_ 0006 e DO 20 KK=1,K -
ISN cCO7 I=1w2(1,KK)
1SN 0008 J=Iw2(2,KK}
ISN 0009 IWl(l+4)=0
_ISN_ QD10 [11=MAXO{(f=-1,1)
ISN 0011 12=MINO(I+1,M)
1SN 0012 11 =NMAXI(J=1,1) _ .
ISN 0013 J2=MINO(J¢1,4N)
_1SN 0Dlé DO 10 I1=11,12 -
ISN 0015 DO 10 JJd=Jl,J2
1SN 0016 1EF{ IWI(TY o ). FQ.0IGO TO 10 ~
ISN 0018 L=L+1
1SN 0019 I1w2() 4t 0=]1 I
ISN €020 TW2(2,L0=JdJ
_1SN_0D21 INI(]1,44)20 _
ISN C022 10 CONTINUE
ISN_Q023 20 CONTINUE —
ISN 0024 IFCL,EQ.K)RETURN
_ISHN_ 0026 Kl=K+l O
ISN 0027 LL=0
1SN 0028 DO 30 Kh=zK] oL . -
ISN 0029 LL=LLe2
_ISN 0030 Iw2(] ol L) aTW2({1 ,KK]) B . U
ISN 0031 30 Tw2( 2L L3I W2(2 4KK)
ISN-Q032 Kall [
ISN 0033 L=l
1SN 0034 010 40 —_— -
ISN 0035 END
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1SN 0002 . SURROUTIME PATCH3 (1BDY o1 ods LCOUNT 4Ky In1 ol e NREC, NOEY)
1SN 0003 CONNON/ PTCHAD/I1 J1 12442 NP -
L ln]l!usu]u TMliK21 02§ ,IW2L2,MP), wHERF MP=MAX{NO, OF PATCH POINIS _ -
c EXPECTED TO BE GENERATED BY PATCH2, DIMENSION REGUIRED BY CUNTEL)
: ra PATCH DISCONTIMULIY AT .0,
1SN 0C04 DIMENSION Iwl(10¢In202¢10,1B0Y(1)
ISN_Q00S K21 3K8241]
1SN 0C06 K1sMAXO(I -Ke1)
ISM Onnz BZ:H'N"['OK.NREC.
ISN G008 KK213K2=K1l¢]
ISN n"“g CALL (U(f!‘IWK’l o0
1SN 0010 ICLMMK= J-K
ISN 0011 ICLMPK=s Je K
ISN c012 po 10 KK'KI.KZ
ISN 0013 READEL £} )
"ISN 0014 IF{N.EQ.0)G0 TO 10
1SN 0016 po 2
ISN 0017 IF(IBDY(L).LT.ICLMAKIGO TO 20
1SN NAN10 IELIIRANYIL VN AT _ 1) MDA TN 10
3
' C AT (1-K1+1,K¢10¢TH LOCATION.
¢
1SN o021 [41((1BDY (L1~ ICLANK] *KK21 +KK-KI +1) =1
— 1SN 0022 20 CONTINUE
1SN 0023 10 CONTINUE
_ c
[ o GENERATE PATCH ADDRESSES IN IN2.
Y ol
1SN 0026 CALL PATCHLUINL »Im2sKK21 K21 ¢1-K1*1,K+1,1COUNT)
L
c MERGE ADDRESSES FOUND IN IW2 WITH THE BOUNDARY ADDRESSES ON DISC.
L
1SN 0C25 IF(NP.EU. 0) RETURN
1SN 027 1 X3
I{SN 0028 IP1=}
1SN 0029 a0 1P=1Pe¢}
3
C FIND WNEXT CHANGF IN Iuw2(1,e)
¢
1SN 0030 IF(IP.GY . NPIGO TN 40
1SN 0032 TFCIW2(101P)oEds IN2(1o1P-10060 TO 30
ISN_Q00134 &0 1Pp2=lp-]
ISN 0035 KK=IW2{1,IP2)¢Kl~]1 )
(1,1 oK)
ISN 0037 DO S0 JP=IPl,IP2
NSN"
TSN 0039 S0 1BDY(N)=IW2(2,4P) $TCLMNK-1
1.T,11)
ISN 0041 CALL ELIRPTIN,IBDY!} )
[] - ! .
1SN 0043 1P1a1p
158 00ss "RETURN
150 _0f62 KN
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- — i1SN_0C02 ~— SUBROUTINE. PATCHGLIMY sM N, ,0,1 0,400
1SN 0603 DIMENSICN [Wl(M,N)

- 1SN_0006 10=0
ISN 0005 Jg=0

—. SN 0C0A . TE(T.EQ.OIRETURN

IDMIN=Mo*2+ No22 +])

ISN ©CO08
... 1SN Q009 0010 {I=1,M
ISN CCG19 DG 10 - JJ=]1,N
._ISN 0cl11 IFCIWICYT U040 FQ.0IGO TA 10
1SN 0013 ID=(10~1) 9824 (JJ=J)oe2
_ ) 1 60170 10
1SN 0016 10=11"
__1ISN CO17 JO=.14
ISN 0018 IDMIN=ID
\iE
ISN 0020 RETURN
__1SN 0021 END.
ISN 0092 SUBROUTINE PRTVECEIX Ny IFNT)
ISN 0003 DIMENSION IX(N)
N T 100,1X
ISN 0006 IFCIFMTEWQ.2}PRINT 2C0,41X
1SN 0008 RETURN
ISN C(N9 100 FORMAT(10X4111)
LSN 001Q 200 FORMATI1X4013)
ISN 0011 END
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5-5-4 IDENTIFICATION OF CONNECTED REGIONS

1 NAME
REGIONS
2 PURPOSE

To identify all distinet connected regions in an image given the boundary
data in SLIC format and produce a map with a number at each point showing the
region to which it belongs. The region numbers will be in descending order of
area.

3 CALLING SEQUENCE

This is a main program. In its present version the image size is supplied

through DATA statements.
4 INPUT-OUTPUT
4,1 Input

The input to this program is a sequential data set on logical unit 8, having
NREC records stored as N, (IX(J), J=1,N) in unformatted FORTRAN mode.

t.2 Output

The output of this program will be a sequential data set on logical unit 12,
having NREC records with NEL pixels each, with one half-word (2 bytes) per pixel.

4.3 File Storage

This program requires a direct access data set with NREC records and
NEL half-words per record.

5 EXITS
Not applicable
6 USAGE
This program is in FORTRAN IV and is implemented on IBM 360 with the H
compiler. The associated subroutines are available as load modules on the user's
library. The deck for the main program is available with the authors and needs

only slight modifications in the DEFINE FILE and DATA statements for use on
any data set.
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7 EXTERNAL INTERFACES

This program uses several subroutines as indicated by the linkage table
below:

Calling Program Programs Called
— .

REGIONS PET
VMAXI4
VMINI4
RIDER
SVSCI
DARN
SEQLS
SAWN

RIDER SVSCI2
SVSCL1
SORT
RIDER1
RIDER4
DAWN
VMOV2
RIDER2
PRTVE2
DARN
VMAXI2

SEQLS SORT
FLIPV

e

SORT MVMRMR

RIDER1 SVSCI2

RIDERA4 RIDERS
SVSCI2
PRTVE2
RIDER7
RIDERS6
SVSCL1
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Calling Program Programs Called

RIDER2 PRTVE2
RIDER"7 VMAXI2
VMINI2

8 PERFORMANCE SPECIFICATIONS

8.1 Storage

The present version of the main program is 134,436 bytes long. The ex-
ternal references required and the buffers increase this to 192K bytes. However,
the size is dependent on the data set to be handled and the dimension statements
should be changed to satisfy specific requirements.

DIMENSION IX(2NR+2,N), IRES(MSEG+1)
INTEGER*2 IWI1(NEL), IW2(NEL), ITABL(MR*MSEG), IS(MR)
INTEGER*2 LW(MR)

LOGICAL*1 IDENT(MR,MR)

where

NR = Maximum number of regions expected;

N = Maximum number of houndary points expected in a record;

MSEG = Maximum number of '"'segments" required to handle the
image (see 9, Method);

MR = Maximum number of region identifiers permissible in a
segment;
NEL = Number of pixels per line in the output map.

8.2 Execution Time
The time is highly dependent on the size and complexity of the image. The
Mobile Bay GTM (level II) resulting in a region identification map with 400x2100
pixels and consisting of 1742 regions had to be handled in 15 sections and took
19.5 minutes of CPU time on IBM 360/65.

8.3 Restrictions

None
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9 METHOD
This program has five major sections.

i) Determination of the bounds on the column coordinates of
boundaries on the input data set;

(ii) Finding a preliminary set of region identifiers;
(iii) Finding the areas of each of the regions;

@iv) Generating a mapping such that the region numbers are used
in the order of decreasing areas;

v) Modifying the region numbers by table look-up.
9.1 Determination of Bounds

The maximum and minimum values of the column coordinates of the boun-
dary points are determined. If the minimum is greater than 1, it is set to 1. If
the maximum is less than the value of NEL supplied, it is set to NEL. The value
of NEL is then changed to Max-Mintl. The output image size will then be NREC
by NEL.

9.2 Finding Preliminary Region Identifiers

This is the most important step in the program. The subroutine RIDER
is used for this purpose. Its function is similar to the routine with the same
name described in 23], The routine in R3] was designed to print an error
message and return with NR=0 when the number of distinct regions exceeded
MR. But the present version can handle up to MR*MSEG distinct regions while
still using a ""region identity matrix'" of size MR by MR (rather than MR*MSEG
by MR*MSEG).

This routine uses the arrays IW1 and IW2 as the previous and current
records of region identifiers. By convention, region numbers 1 and 0 indicate
the "exterior'" of the image and boundary points. The MR by MR array IDENT
is used to store information about identity of regions, IDENT(,dJ) = . TRUE,
meaning that region numbers I and J refer to the same connected region.

Initially, the array IW1 is set to all 1's and IDENT is set to all .FALSE..
Each of the input records is read and the following operations are performed.

The boundary coordinates in the input record are arranged in ascending
order. The routine RIDERI is used to generate, in IW2, the region identification
numbers corresponding to the present row. First, all the elements of TW2
corresponding to the boundary coordinates are set to zero. Each interval between
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the zeros is compared with the corresponding segment of IW1, If there is no non-
zero element in that segment of IW1, a new region number is started and assigned
to the interval in IW2. If there is a nonzero element, that number is filled into
all elements in the interval, Finally, IDENTIW1(I), IW2(I)) is set to .TRUE, for
I=1, NEL wherever IW1(I)# 0 and IW2(I) # 0, indicating that IW1(I) and IW2(I)
refer to the same region. Also, when new region identifiers are to be used, the
routine RIDER] verifies whether the number of identifiers exceeds MR. If so,

the value of NR, the total number identifiers, is set to-NRP, the total number

up to the previous record and the control goes back to the routine RIDER.

Now, if RIDER1 returns a positive NR, the array IW2 is written as the
I'th record on the direct access data set (unit number IDEVO in RIDER, same as
90 in the main program) and IW2 is moved into IW1 (so that it becomes the
"previous'" record while handling the next record).

If RIDERI1 returns a negative NR, then NR is changed to -NR and the routine
RIDER4 is called. The set of records handled between any two calls of RIDER4
will be referred to as a segment. Agsociated with each segment, a table is defined
which gives a mapping from the set of region identifiers obtained in that segment
to a new set reflecting the connectivities discovered up to the most recent segment
handled. Also, the initial record number for each of the segments is stored in an
array. The functions of the routine RIDER4 are to:

(i) Reduce the matrix IDENT (using RIDERS5) examining all of the
available connectivity information in it and obtain a look-up table
for the current segment;

(ii) Modity the tables for the previous segments to reflect the newly
found connectivities, if anv;

(iii) Find all the distinct region numbers occuring in the last record
IW1 of the current segment and change the numbers there which
are greater than 1 to consecutive numbers starting with 2; Let
NR be the largest number in IW1;

(iv) Set up an array IS consisting of the distinct region numbers in
IW1 and then change IS(I) to ITABL{IS(@), ISEG) where ITABL
is the look-up table for the current segment;

(v)  Set all elements of IDENT TO .FALSE, except when IS(I) =IS(J)
for I, J in the range 1 through NR.

After each call to RIDER4, the segment count ISEG is incremented and
the initial record number for the next segment (which is really the record number
at which RIDER4 had to be called) is stored in IRES(ISEG). If MSEG is exceeded
by ISEG or if NR> MR (which means there are more than MR distinct regions in
the last record) the routine RIDER prints an error message, sets NR=0 and exits.
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Otherwise, RIDERI1 is called again, IW2 is found and written on IDEVO and the
program proceeds normally to the next input record.

After the NREC input records have been processed the routine RIDER4 is
called to get the look-up table for the final segment. A call to RIDER2 changes
the look-up tables for all the segments such that consecutive region numbers are
used.

Finally, each record from IDEVO is read, the appropriate look-up table
is used to modify it and the record is written back on IDEVO, Also, NR is set
to the maximum region number used after table look-up.

9.3 Finding Areas

A histogram of the region identification maps is found, giving the total
number of occurrences of each of the region identifiers 0 through NR. These
numbers indicate the areas of the regions.

9.4 Finding the Final Look~up Table

A sequence of natural numbers is used as a secondary array with the histo-
gram as the primary array in a descending sort operation (routine SEQLS). The
resulting secondary array then gives the sequence of original region identifiers
corresponding to decreasing areas. An inverse mapping [inverse mapping of
(IX(J) J=1,N} is defined as {IY(J) J=1,N} if IY (IX(J))=J.] of this sequence gives
the final look-up table. The actual coding follows these principles but is slightly
different in detail to preserve the identities of regions 0 and 1 which have special
significance.

9.5 Deriving the Final Region Identification Map

The look-up table generated above is used to modify the region identifiers
on IDEVO, record by record, and write out the final sequential data set on unit 12,

10 COMMENTS

An approach suggested in |24] can be used instead of the one described above.
With that method, the processing would be identical, except that the matrix IDENT
is not defined. Instead, a table is updated every time a new connectivity is dis-
covered. While this saves storage, it appears to take more execution time than
the present method.

11 LISTINGS

The listings of the main program and the associated routines are attached
at the end of this section.
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12 TESTS

This program has been tested on the Mobile Bay GTM both before and after
smoothing and found to work satisfactorily. Also, the results have been found to
be identical (on a smaller data set) with those obtained by the earlier version of
this program.
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FORt=1, NEL: W1 {l)=1
FOR I= 1, MR AND J= 1, MR:
IDENT (1, J} = FALSE

NR=1

IREC=0

'

IREC = IREC + 1 |

YES

A

CALL RIDER 27O
PRODUCE LOOK-UP
TABLE ITABL

J

MODIFY NREC
OUTPUT RECORDS
ACCORDING TO ITABL

IREC > NREC

NO

READ ONE RECORD FROM
NTAPS INTO IBOY

Y

ARRANGE 1BDY IN
ASCENDING ORDER

{

CALL RIDER 1 TO GENERATE
IW2 USING IW1 AND IBDY;
INCREMENT NR APPROPRIATELY
(SEE FLOW CHART FOR RIDER 1)

FOR I = 1, NEL:
w1 (1) = 1wz (1)

 §

WRITE IREC'th RECORD
OF OUTPUT (IW2) ON
IDEVO.

IREC= 1 YES

NO

1

\

PRINT ERROR MESSAGE

CALL RIDER4 TO

CHANGE ({REC-1) RECORDS
OF OUTPUT ON IDEVO BY
TABLE LOOK-UP

NO YES
NR=0

J

FLOW CHART FOR
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ISN
I SN
ISN
1SN
ISN

ISN
TSN
1SN
ISN
I SN
ISN
15N
ISN
1SN

. ISN

I SN

. 1SN

1SN

1SN
1SN
ISN
i SN
1SN
1SN
1SN
1SN
1SN
1SN
1SN
1SN
1SN
ISN
ISN

I SN

I SN
I 5N
I SN

. ISN

ISN
I SN
I5N
ISN
ISN

. SN

ISN
1SN
[SN
ISN
TSN

CISN
CISN

1SN
ISN
I SN
I5N
I SN
ISN
ISN
1SN

0602 . DIMENSION IX(4D200),IRES(21) . P

cen3 INTEGER®2 lHl(ZlOO)ple(ZlOOl'lTABLIBDOOD.15(400) -
0006 . INTEGER®*2 LW(4CO) - _— S
rQos LOGICAL®]l IDENT(3C0,300) .

c006. n___._____DEEJNE_FILE 9C(4000+4200oLo 1AV _ . __ .

I_ﬁ___D N IX(MAX(2NR+2sN} WHERE NR=MAX. Nh3. OF REGIONS. EXPECTED.AND __________________ -
N= MAX NO. OF BOUNDARY POINTS EXPECTED IN ANY KECDRDD

_””“_~__1;___________ - O
nno? DATA NREC ,MR,MSEG/4000,300,20/
ocrs DATA_NEL/21C0/ . -
c009 MAXX=-100 0000
CC10__._ _  _ MINX= 1€0COCO e e
cc11 CALL STRTMR
€Cl2 . CALL PET(O) _ e
cr13 DU 10 1=1,NREC
0014 __  READUBINsCIXUJN 9d=2 NV .
0015 IF(N.EQ.0)GO TO 10 .
cO1T CALL VMAXI&(IXsNoMAXXD) . __ ... .. S
o018 CALL VMINI4{IXyNyHINX)
CGl9._..__ 10 CONTINUE T e
nG20 REWIND 8
€ IDENTIFY CONNECTED REGIONS.. . .. o
ac21 PRINT 600 ¢MINXyMAXX 4 NEL
€022 e MINX=MINO(MINX,1) e e e
0023 PRINT 600 MINX, MAXX,NEL
624 .. MAX X=MAXO (MAXX,NEL) e . e e
0025 PRINT 600 ,MINXy MAKX ¢ NEL
0026 __. . ___NEL=MAXX=MINX+l e
nc27 PRINT 600 MINX,MAXX,NEL '
nc28 _6CN.__FORMATL® MINX,MAXX,NEL='318) .. . — e
¢029 PRINT 107 ,NREC,NEL
0030 100 FORMAT(//* IMAGE SIZE=(*I5,¢,%15,%)) S
G031 NDUM=1
0C32 ... ___ PRINT 1000,NDUN . . .. ___ _ —_
0033 1000 FORMAT(' NDUM='I5)
0034 . CALL PET(2) - R I _
0035 CALL RIDER(B,NREC,NEL, 9c,n1~x.1x,1u1.1-2,1TABL.105~T.MR .NR.Lu,
e —a__ MSEG,IRES,IS) . _ R S
0036 CALL PET{2)
[ e
3 FIND AND PRINT HISTOGRAM OF REGION IDENTIFICAT ION MAP.
U C e et e e e e e e et e e
0037 PRINT 2C0
TC38 .. 200 FORMAT(//10X'REGIGN NO.*10X*"ND..GF PIXELS') . . . _ B
0039 CALL SVSCI{IX,NR*1,0)
€040 DO.30.1=1,NREC . e
coal CALL DARN{9J,0,IN1,NEL®2) -
€042 . . DO.30 IEL=1,NEL o _ e e
0643 JalWl(IEL)+1
6046 . 30 IX{J)=IX({J)¢1 — e e
0045 NR1sNR+1
€046 DU 40 I=1,NRLl __ ... _.____. ] e
0047 Jal-1
0C48 .. ____ IFCIX(ID).NE.OIPRINT 300,4,IX(1)
0G50 40 CONTINUE :
0051 . ..300._ FORMAT(11XI6,16XI9)
0052 CALL PET(2)
e o e e .- -
c REARRANGE NUMBERS IN DESCENDING ORDER OF PUPULATIONS.
-—C—_ _LEAVE O AND 1 UNCHANGED SINCE THEY CWURRESPOND—_TO- EXTERIOR AND - --
c BOUNDARY POINTS RESPECTIVELY.
[P ol ———— i -
0053 CALL SEQLS(IX(B'.IX(NRI*!D.NR-I,NR 1)
C0S4 .. PRINT 400 . . ... .- —
0055 400  FORMATI'l REGIONS AFTER REASS[GNHENTS“I
0055 ... -—— _PRINT 200 e e
0uS7 DO 50 I21,NR1
0058 —__Js[-1 . e
0C59 TF{1.LE.21PRINT 3C0,d, X1}
0061 IF(1.6Te2)PRINT—350+d ol Xyl loNR=T—— —
0C63 50 CONTINUE
0064 . 350 FORMATI11XI6,16X19,17X16) - .. _
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—

—————~C0HRUL£R—5CIElC&S«CO&EﬂRLlLONT—HARv_l&+~1916

%HN—EWM&MWH%
IDENT MR NR.L#.HS‘G- IRES IS5}

¢ mm o e m— ——— o ——ana

~

C TO FDENTIFY ALL DISTXNCT CONNECTZD REGIONS N A PICTURE SEPAAATED
———C——BY-BIOUNDARY—EINE S+~ FHE-B-LUNCARY-DATA-ARE—GIVEN-AS— MREC—RECGROSQN

C SEQUENTIAL FILE NTAPB, EACH RECORVD BEING WRITTEN AS ,
—_— Nt ey e e e —— 0 — ————————— !

C THE OUTPUT OF THE PROGRAM IS AN MREC<MNEL DIRECT ACCESS FILE ON
€O EVO—CONST-STINGOF—C*— S FUR—BOUHDARY—PIENTS—ARD DI STINCT-REG IO

C NUMBERS FUR EACH OF THE CONNECTEO REGIONS. ICMN= thlHUWCULU'&M
—C NUMBER—WHICH— BN -THEQUTPUTFILTv —h"ftt CORRESPOND -TO—THEFIRST~

C CCLUMN, 1T IS5 NECESSARY THAT H
———— - EHNT M N D e M A 3-\'—'—-—!.—1.-—1{ MN—*—‘!—"-L—}————————

C DEFINE FILE IDEVUINREC,NEL®2,L,1AV)

A

DIMENSIGN 1BOY(D)
——————tB6ICAL ST PENT(#Ry MR : -—-

LOGICAL * 1 LW{I{MR,MK) ’
——*—WW%HNFH—W%HTH%H%RTMﬁtHTHH——_———

DIMENSION IRES(MSEG) !

"ﬁ -

¢ INITIALIZE 2 WORA ARRAY Iwl WITH 1'S AND IDENT WITH .FALSE. -
CALL SVSCTI2(IW1,NEL,1) :
A — SV - F R ENTF MRS MR F A5 E)
15E6=1
FRES H1had ——
NR=1

c LOOP ON RECORDS

.
DO 19 IREC=1,NREC

c

c READ ONE RECORD OF EBUNDARY INFO. -

€

READ(NTAPBIN, (1BDY(1},1=1,N)

NSNS AL T SAR T BB Y e Ny Y T T
C
—C—USE T4 ‘A‘N’D“} BOY—TESEFARRAY 42 —AND MATRI X—IDENT
- C
—""3{;“"—(:“GNT TNUE
CALL QIDERI(IV-"'lBDY'IrMugNEL Nr!thIDENT MR, NR)
—T+FNRSGTF O CE—T0-29 -
- PRINT 2Cn, IRECyNR
20— FERMA T+ REC,~NRI}—=—*2]6) - T e —
I1F{IREC.E Q. ]RES(!SEGIlGD TQ 40
—NR=—N=x IR I
CALL RIDER"(IDENT,LH ‘QR NR,ITABL, lSEG.lHl.NELy'S).FALSE }
-SE6=1-5E6+1— s ———
IF(ISEC.GY. MSEGIGO TO 42 -
—IRES(ISEGI=IREC- TSI e e e :
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R Lo et R L ST |
Ish 0808 . aMides T T T P : '
'u -“—-——_————m‘“ O SO ._...:_'....‘...;.___._....'___.... ) - _~ e e e —— ,.
1SN 0C67 ' D0 &0 1o3 .00 . . . ' :
15N_006 ll-x.hzul-l s e _.
1SN 0069 CALL PET(2) S _ o T
ORI ol s
' f _ nnoxsv aecluu uunoeus ACCORDING TO NEw ASSIGNNENTS FOUND IN IX.
ISN 0070 - DO 70 I'sl 4NREC -
ISN 0071 . . CALL DARNC90ololll.NEL°2! i
ISN 0072 -. . - DO 80 1ELsw1,NEL T o : o ,
-ISN €073 e Ja I NI LEL Dol — i e e e e e e
SN 0G76 - 80 . IWMUSELD=IXN(J) R ST e
1SN oo1s_.___Jo_~__cALL—snuutxz1lu¥fuslt’- PR S e e i e
ISN Q076 CALL PET(2) - ' S .
.L$SN..00 77— a - e _
ISN 0073 W . T s R S



IF(NR.LE. MR)GO TO 30

LB POIMNT LN T RLLE
ha ™ L Bl v Jrineu

KR=1)
-_‘—tﬂ’——FﬂRHﬂT( ‘—CRKUK"CU‘ID!TIBN INCRIDER . -SUPPLIEDMRORMSEGWAS—EXCEED
«EC AT RECORD NUMBER'I64* P-ETURNING WITH Nk=O'}Y,
REFURN
20 CALL DAWN{IDEVO,IREC,IN2,NEL*2)
————wam%ﬂcupln-l
10 CONTINUE
—_‘CM‘VE*H‘!‘QEN'T—L“R“H RyNRTFTFABLISEGT fﬂi'_N'EL_‘l'S"—‘T‘R'U B
CALL RIDER2(ITABL 4MR%ISEG)
—————-—"—*—fﬂfﬁfTSf&*fﬁ‘NREffl .
PRINYT 3C) ‘
DU 60 JSEG=1,15F¢G . ’
r ST btk ¥ VI ‘

400 FORMAT(*ISEGMENT NUMBER*I3)

60— CALLPRIVER T FABL 153 SEG) MR+ ' )

JSEG=1
BE—FO—FRECHTNREE
IF(IREC.LT. IRES(JSEG+11160 TO S0 ;
FSEG=ISF6+1 '
50 - CCNTINUE : , ' -
G AL DARNAL BEVE R EC Wy NELS2) .
00 80 IEL=1,NEL : :
Frtettiet _
FF(I.NE.2V1 W) (IEL)=ITABL( I ,JSEG)
——— 80— CONTINUE
79 CALL DAWN(IDEVO,IREC, I, NEL#2)

[iﬂ"‘r

CALL VMAXI2(ITABLY Ml\"lSEG'NR)

QLTI A
U TUNW

END ;

SUBROUTINE PET(I}

em e TTIME=0,

“IFCINESOIGU - TO 1O
CALL TlHER(XTlPEl)

WRITEf6,200)

200 runFtTfTﬁT"BtCTﬂNTNG‘TTﬂTNF"‘—'—TTHf‘ﬂﬁﬁ IST0%7

e ¥ ¢ A CALL TIMER(ITIMEZ)

RETURN

TIME=(ITIMER-ITIMEL)/10C.

— : TIIME=TTIMESTINE
ITIME1=ITIME2

WRITECSTICOYTIMESTTINE

' 100 FURMATC(LOX®TIME ELAPOED SINCE LAST PRINTING OF TIMEs®"El2.3,

T T " VSEC.y  TOTAL-TIMEELAPSED='El12335°SEC*—
RETUKRN
gENOo - - -
ISN T2 - T USUBRUUTINE SVSCIZCTXyNSTSY h oo - T
IS8 50u3 INTEGLER ®2 lxuu
=l SNCCUdS 0 T - Dy 17 1=21,0" T T T e e e - y - e e
ISN 2uS 10 Ixt1)=1IS.
=T YISN Tule T oot At TURN e - - - - - - ToT T s e
1oN NN END
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- 1SN QUU2- - = —— SUBROVUTINE - SOR?(A.!!.JJ.HH.hN.t.tT) e s
1SN Uu03 DINENSIUN alHH.NN) T(NN).TT(HN).lUllb)olLllb)
SN OUU& - ———— - INTEGER-Ag T oI T- -~ ooime e —— e - 1.
ISN O0LS M=) ) . .
- ’ £y )] U(AGO"—'—‘ § ll‘ el e a e e e e e e mmae . mm s e — s on e s amps o s e § e mmt—
158 voo7 JaJy .
1SN 0U48 == 5 ~—fF(LeGEsIIGU-TB Q= —m= —ormrmrs s oo e e - -
. 45N UVl 10 K= ] . .
~- Lah vl e L Ll L LV It - - - e e -
1564 UG12 s CALL MVHRMR(IA oMM ,NN,T, l-.l.l.l) : .
~- {58 Guld e — LA F e 1) LELT{12})GO FG-20- - wmes
ISN 0u15 . CALL MVMRMRUA oMM NN Ao MN,I 1) ' : ’ - ‘
- JAN Qule == —- CALL MVHRHR{T o1 yNN A MM, 1, 1) - - - — o
I3N vl 7 - caLt MvHAHx(A.HH NN.! 1, IJ.H
- 1SN 6018 ———20——-La s — e s
156 vuly 1IFLALJ.1). Gc.T(l))GU ru 40 . :
15 U021 ———m—c———LALL MVMAMK (A MM NN A MM J,1-Y) - B B
ISH u022 CALL HVHRMR(T.I.NN.A.HH.I.J) -
ToM vu2d — == - CALL MVHRMR{A  MN NN, T, 1o1d,l} - s e —
SN Uude IFLALT LY LLELT(L)IGO TU 40 -
ISH 02y ——— ToTTme CALL NVHRHR‘A H'-'“NQA HH'I lJ)"“"" ~ bl - T T e
Isn ugat CALL MVHARMRIT, L, iN,A MM, 1, l) .
I5% VU280 ~-=— = —==-CALL MVHRHER{A MM N s Tol pIJdgl) -m—mom imris mmme e e e S e
Pste 1LO2Y 6 TU 4u . . .
©ESH U030 - =30 - CALL MVMIKHR (A MM gNH A gHM KL} -—m oo —o o e s o e C e
15k G051t CALL H4VHARMR{TT ) NN)A MM, 1,K) ' ..
!_')i" Ut’i?"'—"“tO“—" L-L"l . PR - - - [Rp— '_ . PR N
FSN 0033 TFLA(L,13.6T.T(1NIGU TO 40 ' :
J3N JU3s —————-———-CALL - MVHR MR (A 4 MM, NN.TT 1oL o1} - S e e
Iy 0036 S0 KzKel . . Lo
1S 3 ¥ ————v - IF{A(Kekd L TLF(LMIGOB-TOSO) - ——iiri——————— e e - ——
I3N Jus IFIK.LC.LIGU YO 30 _
15H Y04 ~—— =t FF L= FoLE od=R D160 -TY 80~ — = - o o e e e C o r——
15% Uudsld Lind=1 ’ )
19N V) 4éd e JU (M Jal e i e e - e e - e e = e
[54 Juss 1=k’
I3 U4 -——— - ———HaMe]l e e e e e e
15H uue? GuU T 80
L5N OUsB -———&0-~—-IL (K }eK - - e et
£S60 QJn? S fuiny=y : '
FsH cus0: —— e - —— e Sl —— i e
154 2ysl ’ KaMel
l ';A‘ UU'}J f e e e —— (JU "d do.__._.._...._._._..._-.-..__ e e e s ¢ & er——————t MR S S A= - fmmic s v eim et et i emdmmme e sisems s = 4 = s e ——amtme e
s Dus s 70 MzM-]
TSN LYSL e e U (M .w.ou\e FURN - oo ot s i it oot e e s e e i
I3N vUS6 Is L4 '
SISN O QUBT e e e m(v) e ' e e e e e e
15N w038 ao [F{i=-1.GE. ll)GU~Tu 10 )
S A5H G060 = - IF LT EQGTL )60 - TE- 5o e s e e e
ISN Loo?2 1al-1 '
oM QU Y QO ] f L e e e e e e e e e e e e e e - - e e
13N ULt IF{1.8 a JIGU YO 70 :
—- = SN-0Uo0b ————————CALL—MVYNRHR LA MM NNy Fy Lyl L 1 ) — - -
1SN CUb7 lf(A(l.l).LE.t(l))Go TO 90 ’
-~ -1SN 9069 mmmaiand 5 e b R - —-= -t ——
158 0070 100 CALL HVMRMR(A.HH NN.A.H”.K kel)
"= 1SN Y07 e KR ] o e e e —
ISN 0672 IFITI1).LT.A(K,1))G0 TO 100
15t OUTée————————-CALL MVMRMR{T+¢1, NN A MMyl K+1}-- — e e
ISN L0175 GO0 TO 9¢C
l)" UU 7° fe e me ey a— EN (, e rmae 4 —me—m - [ —. e e . S eme— e - . e e o - e v
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BN S sk  Asra Al BB asmaswe _aa, aa

VyICANJNCCINILVISOCHT IR YN

- . e - . .- - - -
A L T m i CRTAiTA ol . . el

c
€ GIVEN CURRENTSET—OF “BOUNDARY - ADDRESSES—HIBOYHH s I=taNl AND THE—————————————— —
C LAST ARRAY IX, FIND CURRENT ARRAY 1Y CONTAINING REGION IDENT IFICA-
€ e T L AN NUMBER ST ALS 85— 1~ THE—NONBOUNDARY—ELEMENTS TN CURRENTROW
c ARE CUNTIGUOUS WITH ANY NONBOUNDARY POINTS OF THE LAST RON, SET
i 2 € e THE-COKRESPONDING ELEMENTS—IN—TDENT—MATRIXS —
c

DIMENSION—TODYINT—
INTEGER®2 EIX(NCL),IY(NEL)
tUGTCAL*r—1DENTEMRMR) e e
IF(N.NE.O)GU TO 10
————CALL JV’SH‘ZH‘T_N'EL.LI
GJ TO 20
10 CONT INUE— — — T A
NRP= NR

ALL PUINTS TO THE LEFTY UF 18DY(1) ARE 'EXTERIDR' PDINTS (REGION 1)

I1=1BDY (1)-ICHN
e tF CE 6T EAL L SYS Rt Y T

c .
o € ALL-POINTS—TO THE RIGHT GFI8DY {N) ARESEXTERTORPOINTSS
c h
=18 DYt~ - T T T T T
IF(NEL GE.T)ICALL SVSCI2(IY{(1)4NEL-1+%1,1)
C DESIGNATE ALL BOUNDARY POINTS AS 'REGION O°.
e o e e - . —_ ; v st
D3 30 [=1,N
—eem e G PO U b TOMN L
30 IY(J) G
e e — e
C FOR I=14N=1 EXAMINE IX(J) FOR IBOY(I)elTadalT.1BDY (I¢))
e s e o —— AND - SET TY -ACCURDEINGLYS- -A-NER- REGfﬁN—NHMﬁER—ii—ifikfﬁﬂ‘#Hfﬂ—f*fﬂ1——*—”—“—
- C IS 0 FOR ALL J IN THE ABUVE RANGE.
£ S
IFINJEQ.L1)GD D 20
—— e — —_——— ———— Nl N t—. - m em o tm e = .. ———— A s
DJ 40 1=1,N1
e e ——— 4 = B0Y ([}~ ECHN e 2 —— S e i e e
) LZ I18DY{I¢1)-1CMN
— o=} £t L1 G2 GO T 890
DD 50 L=L1,4L2
s I X(L ) EQ O GOTO 50— e e
LL=L
———— ———— e i ——— Ga«‘fn 60 - e e e — ——— AT e A r . o T a———
: S0 CONTINUE
ri = e = NR=NR+}
[FINR.LE.MR)GO TO 70
e e e e e NRT e NRP e e e mmm e N —
RETURN .
e = CALL— S ¥ SC R 2t e L 2L L ¢ ENR - —
INDENTINR,NR) =, TRUE,
GO TO 40
= B0 L1 X(tLY
CALL SVSCI2(IVY{L1) L2-L1+1,LL)
—_—— e - 40— CAONTINUE — -~ - e e e e R IR e
20 CUNT[NUE
— ~€ - — - S PO o
C SET IDENT MATRIX TO INDICATE REGION NUNBERS CORRESPONDING TO
— e { DENTIC AL R EGTONS - - ——
C
T D80 1EL=1yNEL T T T e T Rt
I=IX(1EL)
—_ 1Ft1EQ:01GDTO 80 T e e ' T T e T T
J=1Y(ITEL)
{3 QOGO TO 80 - =
IDENT{I,J)=.TRUE.
_———————-—ao————-cuNY xNUE—--—-——-—---————» . - ————— e e - e —— e ————— e e v e A M i SR . aes
RETURN
END— -~ - — . S . e e e
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— CONPUTER- SCLENCES—CORRORATION,—HAR~—12 1976+

SHBABIFINE-—RTDERZ T ABETNRT
,,// —f—z*"—‘~GFANGE—RE61DN—HUHBERS—SUGH—JH%J—GSNSEGUFPVE*NUMBfRS—ﬂRE—USED:w—
———E—————%NTEG‘R*Z-iﬁﬂBL(ﬂn.2
———é—————F%NB—4ﬁf~6f4;ﬁF—NﬂM5ERS FN—FFABE =
——~£——~—ﬁﬂ-§~FﬂTNR
S ITABL(I,Z) 0

HEHE T EFABE T2 =
PRINT 109
€A PRTVER{FFABE 724 7R

C
- CHANGE— A L (23230 6GET AL BOKUP-—TABLE-FERITABE{*v)=

20 CONTINUE

ORIMT.20A
FIVIINT =y

CALL PRTVE2{1ITABL(1,23,NR}

—c
c CHANGE ITABL(=,1).
€ . '
DO 39 I=1,NR
30— A e FAB A - e
RETURY
) -——1&6———TET??¥+4ﬂﬁﬂ?ﬁfkﬁ—ﬂf—ﬁ€€ﬂﬂﬁﬁGES*&F—kEGiﬂN—NUMUfR$—1N—Tﬂ'ﬂﬂﬁVE—T ABLE
——260——F ORNAH-* 0,0 DK~ UP—TABLE—TB—CHANSE—NUNBERS—I-N—THEABEV E—TABLE(S) )
.END

“ISNTOGL2T T T TTSUBROUTTNE VHAXIFTTIXT& s Ny HAXT4T

1SN Oudl3 DIMtwd ity IXIatn)
TSN QCOC& ™ — - =" DU 1CTT=Y,N— "
ISK 0SS 1G MAaRrlLG= HAX'(IXIH(I).HAXI#)
158 MUt — - < CReluRy s Tt T

C
IS8 QUAT™ .~ """ ENThAY VEINIGUIXTI& T HyHINIG)
IaN Gu™8 Lo ¢ff I=1,n
Pty 0Ly — —=2C~— "mitila=zAlNcCIXiat Iy sHINTS T
ISN 010 nNE TURN -
13k «0ld  —— Ty T o

ISH GUPZ — —- — - SUBROVTENE—SVSEL L Xy Ngkidmome oo i ieme

IS8 0003 LUCICAL ¢ 1 IXIN),L

ISN 0004 ~— ---- DO 10 felN-——---—--— -—

ISN U0US 10 IX(1)at .

15N 0L06 RETURN — ——————
1SN Luu? | END . - -

C e et = —o —m—— - - = —_— ————— e, -
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—CNNPUTER_SCIENCES _CORRPORATION,. MAR. 12, 1976. !

e S UBRUUTINERIDERG B ENTr e W MR R A By E S By HA I HEE Sy EA S T —— —
LOGICAL LAST

—————1-361CAL¥Y I DENT(HE,%n)
INTEGER®2 TTABL(MR,1),LH(MR),1S(1),1h1(NEL)

D'N ITABL(WR,ISEG)}ISIMCR) NHERE MSEG IS THE MAXINUNM
— B E RS S HE TS E X P ECTESF SR HAN DI FHE—G D EN—B Ot dﬁ-R-Y—-H&-Mr“-
HCR=MAX NUMBER OF REGION NUMBERS EXPECTED TO OCCUR IN ANY RECORC.

.
=

ann

THIS ROUTINE IS CALLED FROM RIDER WHEN ALL RECORCS ARE PROCESSED
— A STeTRUETOR—wHEN THE-NUN BER—GF—RE G IGN—NUMBEXS—FOUND—WHILE-TEST-

C ING (IREC+1)}'TH RECORD EXCEEDS MR. (LAST=.FALSE. 1}, }
T THITNY
C 1. THE REGIGN CONNECTIVITY H4ATRIX 1DENT IS REDUCED TO GET A LOOK-
— U P—TABLEFOR—THECURRENTSEGHM ENT~
C 2, THE LDDK-UP TABLES COKRESPINDING TO EARLIEP SEGHENTS ARF
— U OB I FHEE-BASED—IN-NEHLY-- F0UND - CBHUNECTI VI T HESv— 1 F—ANY 7 —— ;
C 3. THE DISTINCT REGION NUMBERS DCCURING IN THE IREC'TH RECO RD
B4 A CORES PSR ENCE— A RARAY— 5B ST E T E U RE NN N ENT—SELMENT
C SET UP, THE LAST RECORD(IWl) IS MIDIFIED TO MATCH THE NUMBERING
— & THENEXTSEGHENTS
C 4. THE CONNECTIVITY MATRIX IS MODIFIED TO PRESERVE THE INFIJRFA
—- TN~ ON—THE—ECCNNECTIBNS B ETwESN-—REGION S—IN—IR-ECH+TH-RECIND 5 et
C
€ SECTHIBH—1=
C
—b3-58—1=1NR -

DD S0 J=1,NR
—S5&———F1OENT- H—-J')‘—I‘Dr R0 DEN TSI T
CALL RICZRS{IDENT ¢MRyNRyITABL(141SEG) LA}

I LAY ~f Y Cor Y s un
A JLIVTVEIIJLVY - ¥ L1y

DC 12 I=1,NR

— o B SE S 6T A B I SEGI= FHAB L (A I SE G I-SEGT——
TF(MR.GT.NRICALL SVSCI2(ITASBL(NR+1,ISEG) s MR=NR,0}
PRINTICITSEG

CALL PRTVE2(ITABL{1,ISEG) MR}

SECTION 2.

ﬂnq)

IF{ISEG.EQ. 1160 T 60
————ISEGI=TSEG-1
CALL RICZRT(ITABLI1,1SEG) IS NCR,ITABL MR=ISEGL)
%0 JST6= 1T I-SEG
KSEG=1SEG-JSEG
PRINT—2697KSEG
0 CALL PRTVE2(ITABL(1,KSEG),MHR)

A
€
C SECYION 3.
€
6

0 TF{LASTIRETURN
CALL—RIDERG (I W sNELTT S7NR)
NCR=NR

PN R

CaLll PRTIVEZ2(IS,NX)
———DG-70—1=1,HR

70 ISUI)=1TABL(IS(1),ISEG)
——PRINTF 4GS

CALL PRTVE2{JIS,NRY
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—_— & o v

c SECTIDN 4. |
—————CBHNECTIVI T HES~BEFHEEH- NEN—REGI“N&—fr#-H%ﬁHE—tk&F—ﬁECBR“-ARE~FE%¥D
c BY TESTING WHETHER I1S(I),EQ.I5(J)

L.
~

CALL SVSCLI(IDENT,MR®MR,,FALSE.? ) 7|
L2 B SRR § Lyvey
TOENT{I,1)=.TRUE, i
JFI=ENRY) 69--T0—20
11=1+1
DE—30—d=11+NR

30 TOERT(T:J}=15(1}.EQ.ISLJ)

20 EEHTENUE
RETURN
“"‘1‘9(‘—%!’ MAT{SA A4 —THE FEEEBR NG5~ A—PRELIMINARY—FABLE—FBRMNEDHIFYING—SE b—
; «MENT NUMBER 'I3)} {
20— FIARM AT I THE-FBLE BN ING— S AN-UPDATED—TABLE—FOR-MBDLFY H6—SEGHENT-
+UMBER'IZ
L——‘j-&b———-—F-E‘Rﬂ-k—I—(—‘—'-T HE~-S TG TEREGT SN NUHIERS—PRESENT—HHTHE—EASTREEERO—=F

. THE CUKRENT SEGNENT(TO B3E REASSIGNeD NDS. 1 THRDUGH'I4/* IN THL
e EX TS EGHENT -1
400  FSRMAT(® ASSTGNMENTS FOR THE ABGVE REGIONS FROM THE PRELIMINARY Lb
=B K= UP—TABEE
END

-COMPUT-ER_SCIENCES—CLRARORATIBNy-~lAR - 22y—1 976+ -

SLERGHFINE— R BERS O ENTFriO N i
C .
———C————F2-GEUYERATE-A-TABLE 1Y HAPPING J=l-yviir H-TO-I=1T(J1=—5"ALLEST
C SUCH THAT TERE EXISTS A SFQUENC‘: (K{I0},ID=1yrevesl) wITH K(1)=1,

"_"C——K'(":)“-J"ﬁ"!D'—IGENT(&( Il ,K( [D+1 Fi=+TRUES
INTEGER®2 IT(N), ,M(1} .

(UL U T U |
LJUILI'\L" T ]Un?l!- TrTU Yy (W7

DO 189 I=1,N s
——— 1T =T

. 1=0

ja -=]-+-1
IF{I.LE.NIGO TO 20
ETURS =

20 IFCIT(IN.LTLIIGO TO 10
J=0
K=0

33 -4} -
IF(J.LE.NYGD TD 49O
=

b1 L=L+]

£

C
I 6 Vi 8-T8—310 !
J=n

5 J-o-g-+-3
IF{J.GT.NIGD TO 50

AR AP ENTA N -3 )1 68—TF8 -5
IF(IT(JI.EQ.I)GG TO 70
g V=1
K=K+1
Prfie=—3
G0 1O 7C
— 413 T ENT 7 68 T0—3

I1(J41=1
K=K+l
H(K}=J
$S—F6—2¢C .
END 1
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" 18
I54
b 3 |

I T

5%
ISN

-~ LOMPUT IR .SCTENCES-CORPGRATION,.MAR, 12,1926

———— S LR AU TN E-RIDERA- Y - S

—_— - ——

c

c suCtHd ELEMENTS 18 N.

o= C-—— FIND & SIT IS CF DISTINCT—IBNZER] ELENENT-S-~IN—IX———THE-NJKcER- 3F

INTEGER#2 IX{M},]15(1)

3\

D 81—} 1Y

f—-—-*——~—“{'-F{ H+EQ+ 21 68—T820

1
LA

15(1)=1

FECIX(EY.LELTIGT TO 10

DG 32 J=2,N

S S E R XA G 556

e e I S{NY 2 1Y (] )

——— 6T 16

20 NN+l

Ix(r=N

ar IXt1}=J

e Sk TR
RETUK\'

| WY

—-
T

————CRUPUTER-SCHNCE-5- CORPIRA T Ny - AR —I1 24 1.9 2l e—

9 KADIFY RELEVANT LNT:\]ES IN 1Y ACCGRDIM’: TO CONNECTIVITIES

FaLWD

— T -XS
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5~5-5 DELETION OF BOUNDARY POINTS

1 NAME
DBOUND
2 PURPOSE

To modify each of the ""0" pixels in an image to the most frequently occurring
number in its 3 by 3 neighborhood. (This is useful, for example, in generating a
level I GTM from a level II map and/or suppressing all the boundary points in a
GTM and replacing them with reasonable class labels).

3 CALLING SEQUENCE

CALL DBOUND (NREC, NEL, NEL2, NTAPI, NTAPO, IX, IY)

where

NREC = Number of records in the input image;

NEL = Number of pixels per record;

NEL2 = NEL+2;

NTAPI, NTAPO are the logical unit numbers of input and output sequential
data sets;

IX, IY are work arrays to be dimensioned as indicated in the listings.
All the calling arguments except IX and IY are inputs.
4 INPUT-OUTPUT
Both the input and output sequential data sets have the same format. The
number of records is NREC. The number of pixels per record is NEL and the
number of bytes per pixel is 4. The records are in unformatted FORTRAN.
5 EXITS
No nonstandard exits

6 USAGE

The program is in FORTRAN IV and implemented on the IBM 360 using the
H compiler. The program is in the users' library as a load module,
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7 EXTERNAL INTERFACES
The subprograms required by this routine are:

SARN, a sequential access array read routine;

VMOV, a routine to move a vector in core;

MAJOR, a function giving the most frequently occuring number in a 3 by 3
neighborhood.

8 PERFORMANCE SPECIFICATIONS
8.1 Storage

This subroutine is 1036 bytes long. With the main program needed to
call it for an image with NEL =866, the external references and buffers, the
storage required is 40K bytes.

8.2 Execution Time

Depends on image size. For a test case of 1624 by 866 pixels it took
approximately 100 seconds.

8.3 I/0 Load
None

8.4 Restrictions
None

9 METHOD

This program uses a circular buffer IX with pointers I1, 12, I3 indicating
the previous, present and next records under consideration. Initially, 11, 12, I3
are set at 1, 2 and 3 respectively. After each record is processed, the pointers
I1, I2, I3 are "rolled" upward. The processing of each record consists of checking -
the eight neighbors of each pixel whose value is zero. The function subprogram
MAJOR is employed to determine the most frequent number occuring in the set
of eight (If such a number is not unique, the first encountered number is taken).

Records 0 and NREC+1 are defined to be identical to records 1 and NREC

respectively. Also, pixels 0 and NEL+1 in any record are defined to be the same
as pixels 1 and NEL in the same record.

267



10 COMMENTS
None
11 LISTINGS
The listings of DBOUND and MAJOR are attached at the end of this section.
12 TESTS
This program was used in removing the extraneous boundary points after
conversion of the level II GTM of the Mobile Bay region to a level I map.

Line-printer plots of the maps before and after the application of DBOUND in-
dicate satisfactory operation of this program.
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5-5-6

8]

THICKENING OF DIGITALLY DEFINED CURVES

NAME: THICK2

PURPOSE: To modify curve information in scan line intersection

code so as to represent two-dimensionally thickened curves.

CALLING SEQUENCE:
CALL
where

NTAPI = logical unit number of input sequential data set.
NTAPO = logical unit number of output sequential data set.

IX, IY, I'WW are work arrays.

IX and IY should be dimensioned N where N = Maximum number of
intersections of the thickened curve with (2K+1) successive scan

lines (see Section 9).

IW should be dimensioned (2K+1).

NREC = Number of records in the input (or output) image.

K =. Number of elements by which the image should be thickened.
NTAPI, NTAPO, NREC and K are inputs to this routine.
INPUT-OUTPUT

The input to this program is a curve stored in SLIC format on
unit NTAPI. NREC records are stored as J, (IX(L), L =1,J) in
FORTRAN binary format where J = number of coordinates in the

record and IX is the array of coordinates.

The output of this program will consist of NREC records on unit

NTAPO in the same format as of the input.

EXITS: No non-standard exits.
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USAGE: The program exists in both IBM-7094 and IBM-360 versions
and is written in FORTRAN IV. The decks are available with the

author,
EXTERNAL INTERFACES:

System Routines: IBCOM#

Other Programs Called: SVSCI, SORT, ELIRPT, THICK1l, VMOV

External Storage: None.

PERFORMANCE SPECIFICATIONS:

Storage: 518 hexadecimal bytes. Including the routines named in
Section 7.2, the storage required is 14C2 hexadecimal bytes.
(This does not include the storage needed for the work arrays which

is data dependent .‘)

Execution Time: Depends largely on the number of points on the curve

to be thickened and K. A test run on a file with 1753 records and
approximately 12000 points on the curve took 6.8 minutes with K=2

on the IBM 360/65 system.
Restrictions: None.
METHOD:

The routine essentially consists of thickening in the horizontal direc-
tion by calls to THICK1 and taking unions of 2K+1 successive_records

to achieve thickening in the vertical direction.

The array IW is used to store the number of coordinates after
thickening in the horizontal direction. IW(1) through IW(2K+1) are
the numbers of coordinates in the (2K+1) successive records which are

combined to form the current record of output.-
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10

11

Initially, the components of IWW are all set to 0. Next (K+1) records
of input are read, thickened in the horizontal direction and all the
resulting boundary coordinates are stored in array IY. After the

I'th record is thickened, the number of coordinates corresponding to

it is stored in IW({I+K).

Now, the following operations are performed for I+1 through NREC.
The coordinates in IY are moved into IX. IX is sorted, repetitions
are eliminated and an output record is written. Next, the array IY

is left-shifted by IW(1) words since the first IW(1) words (which
correspond to the earliest horizontally thickened input record) are no
longer required. Next, IW is left-shifted by one word. Now, if there
are any more input records left, the next input record is read into IX
and thickened. The thickened coordinate values are always loaded into
the right end of IY and the number of coordinates is stored in

IW (2K+1).

The routine THICK1 operates as follows. It assumes that the input
array IX is in ascending order. First, it sets IY(1) through
IY2K+1) to IX(1)-K through IX(1)+K. This corresponds to thicken-
ing the first point in IX. After the I'th point is thickened, suppose

n values have been produced in '1Y. Then, the values corresponding
to thickening the (I+1)St point are Max(IX(I+1)-K, IY(n)+1) through
IX(I+1)+K. When an M-vector IX is thickened by K elements using
THICK1, the number N of components in the output array IY is
bounded by

2K+M < N < @K+1)M.
COMMENTS: None.

LISTING: A listing of THICK1 and THICK? is attached at the end of

this section.
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12 TESTS; This program has been tested on synthetic data and on the
boundary data for the TARCOG counties in North Alabama and found

to work satisfactorily.
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>4 ’
OIMENSION IX(1)sIV{1),IM(1)

TO THICKEN BOUNDARY INFQ ON TAPE NTAPI IN TuO DIMENSIONS BY K

— €L EMENTS ON-EACH STDE OF TEN BOUNDARY POINTS AND NRITE OGN NTAPO,

K2=xK*2

K21=K2+1

K=K+l
NRECKI=NREC-K1

K1sKel

CALL SVSCI(IW,K21,0)
READ K+) RECORDS OF INPUT, THICKEN IN ONE DIMENSION AND INITIALIZE

18 4

N=1
D0 10 [=1,K1

He=tek .

READINTAPI M, (IXIL)oL=1,J)

3t coT015

CALL SORTUIXsled »d 21eT,TT)

CALL ECIRPT(ISIND
CONT INUE

CALETHICKH TSI TV IN TS0

NaN¢IN(IK)

DU—20 1= NREC
N1=N-]1

IFINTEQ 0160 TO 30
CALL VMOV{IY,N1,IX)

e CA LT SR T X N N T TR

CALL ELIRPTI(N1,IX)

- 30— WR1 FE(NTAPEIN It IX S b= N

e UP DA TE ARRAY 1Y BY READING NEX RECORD OF INPUTS

w25 ——€ONT INUE-—-

Seadt st B
L RSB L ARY AR

N1=N-IW1}
1 IR0 NESOTAND TN NE O FOAL LT VRBV-HIY- thi N T
N=N-IW{1)

CALL-VMOVEIWE2) K2, 1MW)
IFt1.6T.NRECK1)GO TO 20

IF{J.EQ.CIGD TO 25

CALL-SORTEIXitvd—vd— vty FofTH
CALL ELIRPT(J,IX)

CALL THICKI(IX,JoIYIN)IN(K2]),K)

20

9T FARMAT L 1 X5 215525T4 )

=Nt K21
CONTINUE

RETURN

END—
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